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Introduction to the Special Issue on the

2001 National Household Travel Survey

BACKGROUND

Policymakers rely on transportation statistics, including data on personal
travel behavior, to formulate strategic transportation policies and to improve
the safety and efficiency of the U.S. transportation system. Data on personal
travel trends are needed to examine the reliability, efficiency, capacity, and
flexibility of the nation's transportation system to meet current and future
demands; to assess the feasibility and efficiency of alternative congestion-
alleviating technologies (e.g., high-speed rail, magnetically levitated trains,
and intelligent vehicle and highway systems); to evaluate the merits of alterna-
tive transportation investment programs; and to assess the energy use and air
quality impacts of various policies.

To address these data needs, the U.S. Department of Transportation (USDOT)
initiated an effort to collect detailed data on personal travel. In 1969, the first
Nationwide Personal Transportation Survey (NPTS) was conducted. The sur-
vey was repeated in 1977, 1983, 1990, and 1995. In 2001, an expanded sur-
vey included both daily and long-distance travel. In essence, the 2001 survey
combined the NPTS and the 1995 American Travel Survey and was renamed
the National Household Travel Survey (NHTS). 

Three USDOT agencies sponsored the 2001 survey: the Federal Highway
Administration, the Bureau of Transportation Statistics, and the National
Highway Traffic Safety Administration. The primary objective of the survey
was to collect trip-based data on the nature and characteristics of personal
travel so that the relationships between the characteristics of personal travel
and the demographics of the traveler could be established. Commercial travel
was not part of the survey. 

For the 2001 survey, the national sample consisted of 26,000 households.
Four states and five planning areas purchased over 43,000 additional samples.
These “add-ons” increased the number of sample households in these state/
planning areas so that trip rates and travel statistics could be estimated more
reliably at that geographic level.

Interviews were attempted with all members of sample households. Each was
asked to provide detailed information on their daily and long-distance travel.
They were also asked to provide information about their household, its mem-
bers, and vehicles. Data about every one-way trip taken by each household
member during a designated 24-hour period (the household's designated
travel day) and data describing every roundtrip of 50 miles or more from
home taken by each household member during a four-week period (the house-
hold’s designated travel period) were collected. 
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SUMMARY OF TOPICS IN THIS SPECIAL ISSUE

This special issue begins with Erlbaum’s comprehensive analysis of the quality
of the 2001 NHTS data and comparisons between 2001 NHTS data and data
from other sources (e.g., traffic count programs and administrative records).
Although Erlbaum’s analysis was based primarily on the New York add-on
sample, it helps illuminate how 2001 NHTS data can be used and/or inte-
grated with other data sources.

Understanding the interactions between land use and travel is critical to
designing balanced transportation systems. With the wealth of information in
the 2001 NHTS, Scuderi and Clifton used a Bayesian approach to improve, in
relation to previous research, complex quantitative relationships between land
use and transportation. Specifically, the authors apply Bayesian belief net-
works (BBNs) to analyze complex spatial systems (e.g., the urban environ-
ment). They demonstrate that this approach does not rely on ad hoc statistical
models or assumptions. As such, there is no need to characterize variables as
independent or dependent. Although limited results are presented, this paper
identifies future opportunities where BBNs could provide insights to effec-
tively address complex transportation issues. 

Polzin and Chu analyze 2001 NHTS data and other data sources to take a
closer look at the national trends in public transportation mode share. Their
research shows that as the growth in overall national travel has slowed, transit
use appears to have fluctuated. This was the case in terms of both absolute
trips and transit’s share of overall travel. The research also identifies the short-
comings and differences of the various data sources for determining transit
use and mode share trends. The authors recommend synthesizing multiple
measures of mode share to identify data needs and to provide a knowledge
base to inform national policy deliberations. 

Special attention was given in the 2001 survey to prompt the responders
about their walk and bike trips, contributing to a 60% increase in reported
walking trips from 1995 to 2001. Using 2001 NHTS data for the Baltimore
metropolitan region, Targa and Clifton present an empirical analysis of the
effects of several land-use, urban form, and neighborhood-level design
attributes, as well as traveler attitudes/perceptions of the urban system, on the
frequency of walking and the share of walking trips relative to total trips.
Their results suggest that people who walk more frequently live in neighbor-
hoods with higher densities, more diverse land-use mixes, better street connec-
tivity, and better access to bus transit lines. 

While the NHTS is an invaluable resource to estimate household travel statis-
tics at the national level, it is not advisable to use NHTS data to estimate
travel statistics for geographic areas smaller than a Census Division. To meet
the data needs for areas smaller than a Census Division, Mei et al. used a
Bayesian updating approach to estimate travel statistics at the statewide level
and for counties and rural areas.   

At a time when budgets do not allow the collection of adequate sample sizes,
Stopher and his colleagues demonstrate that Monte Carlo simulation with
Bayesian updating could be a reasonable alternative to a full-scale household
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travel survey. Furthermore, the preliminary results obtained by the authors
suggest that 2001 NHTS data could be suitable for Monte Carlo simulation
of household tours.

The last paper in this Special Issue, by Sharp and Murakami, suggests some
methodological considerations for future household surveys. In light of tech-
nology trends (e.g., cell phones and web utilities) and sociodemographic
changes, the authors offer considerations to ensure data quality, increase
response rates, and sustain survey efficiency. These considerations can assist
the transportation community in designing and implementing future surveys
in a more effective and efficient manner. 

OTHER CORE DATA

Space limitations in this Special Issue precluded comprehensive coverage of
the 2001 NHTS. A few examples of core data we could not include are the
amount of time Americans spend in their vehicles on a typical day, how Amer-
icans view the quality of our nation’s transportation services, how these views
have changed over time, and how and what different subpopulations require
of the nation’s transportation services. For example, Americans considered
road rage as the most serious transportation problem in 2001, followed by
distracted drivers and high gasoline prices (figure 1).

Americans felt that the quality of our nation’s transportation services had not
improved since the 1995 survey. For those quality aspects included in both the
1995 and 2001 surveys, pavement conditions and highway congestion were
the top two concerns (figure 2). The growing discontent over highway conges-
tion was partially substantiated by the increasing number of minutes spent
driving, which rose to more than an hour a day for a typical driver (figure 3).

FIGURE 1  Concerns About the Quality of Transportation Services: 2001 

Source: Oak Ridge National Laboratory.
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Readers can explore the potential of the 2001 NHTS by visiting its website
(http://nhts.ornl.gov) and by sharing research findings with others. Conference
papers are available at http://www.trb.org/Conferences/NHTS/Program.pdf.
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Assessment of 2001 New York State NHTS Add-On Data 

Using Empirical and Auditable Data Sources

ABSTRACT

This study assesses how well the 2001 National
Household Travel Survey (NHTS) estimates com-
pare with other sources of comparable data from
the census or administrative records. Comparisons
of a number of NHTS measures are made with
benchmark data sources and brief findings pre-
sented. Traffic count-based vehicle-miles of travel
(VMT) estimates of residential travel show that
monthly patterns for survey VMT are inconsistent
with observed statewide ground-count estimates;
residential-based VMT is not comparable to total
VMT, but by using additional data to specify non-
residential and commercial VMT, it is possible to
reach the traffic count estimate for total VMT. For
transit ridership, NHTS person trips by subway cor-
respond well to Metropolitan Transportation
Authority reports of subway trips. There is general
agreement for estimates of workers, but some geog-
raphies within New York State show statistical dif-
ferences between the two surveys. For status of
drivers with DMV licenses, agreement exists, but
some strata and gender groupings show statistical
differences between the two measures. For the num-
ber of registered household vehicles, for most strata,
the census estimates are within the NHTS 95%

KEYWORDS: National Household Travel Survey (NHTS),
confidence interval, census, quality assessment.

NATHAN ERLBAUM

Policy and Strategy Division
Office of Policy and Performance
New York State Department of Transportation
50 Wolf Road, 6th Floor
Albany, New York 12232
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lower bound and the estimate. The study presents
findings and recommendations based on these com-
parisons, as well as observations as to how impor-
tant a role standard error and confidence interval
play in the analysis of survey results.

INTRODUCTION

Conducting and analyzing a household travel sur-
vey is a fairly common mechanism for obtaining
information about travel behavior and characteris-
tics of the household, including its members, their
trip making activity, and vehicle usage. The 2001
National Household Travel Survey (NHTS) is the
latest in a series of roughly quinquennial residential-
based household travel surveys undertaken by the
Federal Highway Administration (FHWA).  

This study assesses the quality and usefulness of
the data for the New York State Department of
Transportation’s (NYSDOT’s) purposes. Compari-
sons to other data sources used by the NYSDOT are
made and differences noted. The paper focuses on a
discussion and assessment of selected survey mea-
sures from the 2001 NHTS NYS add-on and how
well they compare with data drawn from the 2000
Decennial Census, the 1997 Vehicle Inventory and
Usage Survey (VIUS), transit operator annual reports,
summary data from continuous traffic counting sites,
and other sources available to NYSDOT. 

The paper examines highway travel from two
perspectives: 1) temporal trends in the NHTS are
compared with NYSDOT ground-count-based esti-
mates for the same period; and 2) combining the
estimates of NHTS residential travel and VIUS com-
mercial travel with NYSDOT ground-count-based
estimates of statewide travel. 

The NHTS is a list-assisted random digit dialing
survey designed to yield an equal probability sample
of households with telephones. The survey is effec-
tively a metropolitan/nonmetropolitan area survey.
In a national probabilistic sample of over 25,000
U.S. households, New York State would be repre-
sented by its share of the national population or
about 1,600 samples. The 1,600 national samples
would normally be drawn primarily from New
York City and its suburban counties and the Buffalo
metropolitan area, because that is where the largest
share of the state’s population resides. 

In 1995 and 2001, NYSDOT participated with
FHWA as an add-on, purchasing over 11,000 addi-
tional household samples. The additional house-
holds enable the state to examine travel behavior in
the state with greater statistical reliability. The add-
on sample also enables NYSDOT to look at the pri-
mary urban counties within each metropolitan area,
treat the 12 counties in the lower Hudson Valley as
if they were each separate areas, and assess the
counties not included as urban as part of a non-
urban aggregate, thereby providing greater under-
standing of similarities and differences in travel
behavior in different areas of the state.

In 1995, the Research Triangle Institute con-
ducted the survey; in 2001, Westat conducted the
survey. While the survey format and national sam-
ple size is essentially similar, differences exist
between the two surveys with respect to nonre-
sponse adjustment, access and egress modes for
public transportation, the method for annualizing
the odometer readings, and perhaps, most impor-
tantly, how the events of September 11, 2001 (9/11)
impacted the survey and/or reflect some type of per-
manent travel behavior alteration in NYS.

The primary objectives of this report are to:

� Validate that the survey temporal distribution
of residential household personal travel over
the year was consistent with the distribution
obtained from ground-count data-collection
efforts and that it also exhibited similar pat-
terns in the post 9/11 period.

� Understand how residential household personal
vehicle-miles of travel (VMT) might have
remained constant between 1995 and 2001 in
light of the 13% increase in statewide VMT over
the same period.

� Validate that the NHTS as a total travel survey
adequately reflected public transit ridership and
the significant growth in unlinked transit trips
reported by the Metropolitan Transportation
Authority (MTA) in the New York metropolitan
region between 1995 and 2001.

� Assess how well the NHTS estimates for work-
ers, drivers, and vehicles available in households
compared with the 2000 Census and motor vehi-
cle records.   
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TEMPORAL TRENDS IN TRAVEL SURVEY 
VS. GROUND-COUNT ESTIMATES OF VMT

In this section, the monthly distribution of vehicle
travel is compared using two sources—the continu-
ous monitoring ground-count data supplied to NYS
and the 1995 Nationwide Personal Transportation
Survey (NPTS) and 2001 NHTS (USDOT 1995 and
2001). Some differences in these two sources are
worth noting. 

Temporal ground counts illustrate trends in high-
way travel for residents and nonresidents: the use of
private and commercial vehicles as well as public
transit vehicles. The counts reflect intrastate travel
as well as cross-state and interstate travel and
include both work-related and discretionary travel. 

The vehicle trip data from the NPTS/NHTS
reflect residential household personal travel. A year-
long summary of all vehicle trips for all purposes
was sampled, with each household reporting for a
single “travel day.” In reality, these estimates reflect
primarily local vehicle travel—travel that probably
does not change much from day to day as people go
about their lives and daily business and errands. The
survey does not include commercial travel, travel by
visitors to NYS residents, or information about
nonresidents who work or travel into or through
NYS on a daily basis. 

A plot of monthly estimates for statewide VMT
based on data from the continuous monitoring sites
within NYS is shown in figure 1. A vertical line is

provided for reference to indicate January 1995 and
2001, and September 2001.

The slope of travel shows an increasing trend
from 1995 through 2002. The arc-like pattern
within the years may reflect the impact of weather
on the travel season. However, the overall trend
nonetheless shows upward change from a 1995
summer peak of 10.5 billion VMT to a summer
peak of almost 12 billion VMT in 2001, reflecting
an annualized increase in vehicle travel of 2.25%
per year over the 6 year period (NYSDOT OPP
2003d).

Examination of the ground-count data on vehicle
travel for the survey years and those between the
1995 NPTS and the 2001 NHTS (figure 2) provides
the following temporal presentation. In all five
years, there is a significant decline in vehicle travel
in September relative to August as vacations end
and school starts each fall. In 1995 and 1996, there
were increases in October, which may be more a
reflection of unseasonably warm weather causing
travel to remain higher. Figure 3 shows a compari-
son of the VMT estimates for the United States (for
2001/2002) and NYS (1995/1996 and 2001/2002)
and illustrates a similar pattern (USDOT 2003).  

Perhaps more interesting is what happens when
the NPTS/NHTS survey is used as a surrogate for
vehicle travel. In the NPTS/NHTS series, the num-
ber of completed samples associated with each cal-
endar month was weighted to reflect each month as
1/12 of the total number of samples. If the survey
period spanned the same month, say there are two

FIGURE 1  Monthly Vehicle-Miles of Travel (VMT) Estimate

Source: New York State Department of Transportation, Office of Policy and Performance.
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months of April samples, then the sum of those
samples was combined and made 1/12 of the total.
As noted in the ground-count data, vehicle travel is
not evenly distributed across the months. The
weighting method should correctly estimate the pat-
tern of monthly travel across the year. 

Figure 4 is based on the statewide summary for
NYS of vehicle trips from the NPTS/NHTS add-on
data by month. On the whole, the curves tend to
reflect a seasonal pattern, but are not quite in agree-
ment with observed statewide travel from ground
counts (NYSDOT OPP 2003e). It is possible that
the trough in vehicle travel from February to April
in the 2001 NHTS is consistent with the decline
noted in seasonal travel due to weather. Equally
worthy of note is the more significant decline in Sep-
tember between the two surveys when compared
with the actual ground-count data, which may

reflect the events of 9/11. More importantly is the
depth of the decline in 1995/1996, which is more
likely related to response rate and survey temporal
and other adjustments rather than catastrophic
events.  

Weather Effects

Assuming that the propensity to travel is directly
related to how temperate the weather is, figure 5
shows heating degree days.1 In the figure, Decem-
ber, January, and February 1995/1996 were colder
than the winter of 2001/2002, reflecting a pattern
consistent with the ground-count-based travel data
(NYSERDA 2004).

FIGURE 2  Temporal Distribution of Monthly Vehicle-Miles of Travel (MVMT)

Source: New York State Department of Transportation, Office of Policy and Performance.

FIGURE 3  Average 2001/2002 and 1995/1996 Statewide Vehicle-Miles 
of Travel (VMT) Temporal Distribution

Source: New York State Department of Transportation, Office of Policy and Performance; and 
U.S. Department of Transportation, Federal Highway Administration.
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Temperature severity alone does not preclude
travel. The amount of precipitation and snowfall
during the winter may provide more of an explana-
tion for a variation in travel patterns across years. 

In figure 6, the population weighted statewide
snowfall by NYSDOT residency was adjusted to
reflect its potential impact on the propensity to
travel. The graph would suggest that the snowfall
impact on travel during the winter months of
1995/1996 was more severe than in 2001/2002.
However, both this observation and the ground-
count data appear to contradict the survey’s esti-
mate of monthly seasonal travel (NYSDOT
OOM 2003). Perhaps what the survey is showing
is that people still go about their activities even
when it snows. It could also be that the amount,
duration, and timing of the snow event is more

likely to impact travel than just the total snowfall
amount. At the present time, access to specific
data to test this hypothesis is unavailable within
NYSDOT.  

Effects of September 11, 2001

Clearly, 9/11 had an impact on the 2001 NHTS;
however, the impact is unclear. Anecdotally, it has
been suggested that the public hunkered down and
stayed home after 9/11 and the anthrax scares; this
is not reinforced by ground-count observations. In
an examination of the impacts of 9/11, NYSDOT
found that the severity of the vehicular traffic
impacts were short in duration, with daily travel
returning to almost normal by late October and
highway travel in general returning to annual sea-
sonal patterns by the end of the year. 

FIGURE 4  Survey of Statewide Vehicle-Miles of Travel (VMT) 
Temporal Distribution

Source: New York State Department of Transportation, Office of Policy and Performance.

FIGURE 5  Heating Degree Days

Source: New York State Energy Research and Development Authority.
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If travel in 2000 is considered a normal year, then
the effect of 9/11 on travel was a 6% reduction
statewide in that month. October travel showed a
2% reduction. However, by November and Decem-
ber 2001, highway travel resumed at a greater value
than in 2000 (NYSDOT OPP 2002). This is per-
haps, in part, due to the avoidance of air travel and
the shift to highway for longer distance trips over
the Thanksgiving and Christmas holidays and more
temperate weather.

Another observation of this study was that the
farther the travel was from “ground zero,” the less
the impact. The most significant impacts were
observed where specific traffic restrictions were in
place or where facilities were closed. Air travel
showed significant long-term declines, with obser-
vational and anecdotal evidence showing that long-
distance vehicle traffic was increasing in the short-
range air travel corridor. 

In first quarter of 2002, the decline in survey base
travel for NYS residents can perhaps be explained
by the economic impacts of much less business
travel and the loss of jobs due to the deepening
recession. Another possibility is the national-level
survey adjustment for monthly variation may have
in and of itself masked the actual travel for NYS.

ASSESSING TOTAL HIGHWAY TRAVEL: 
SURVEY VS. GROUND COUNT

It may not be possible to expect a resident house-
hold personal travel survey such as the NPTS/NHTS
to form the basis for assessing temporal variation in
vehicular travel. Limitations in sample size, weight-
ing, and nonresponse adjustments may work effec-
tively to address issues associated with the sampling
unit; however, it is not clear how to correctly adjust
for design effect variables. It is equally unclear how
to account for all of the other vehicular travel that is
not residential household personal transportation
traveling to, from, and across NYS that is measured
by ground-count means.

The following discussion attempts to assess how
the survey estimate of total residential-based travel
may exist within the context of a ground-count-
based estimate of total highway travel in NYS. The
approach relies on related surveys, studies, pseudo
and empirical data, and a number of enabling
assumptions based on observation, anecdotal data,
and local conditions.

When examining survey data, it is important to
take into consideration the impact of sampling
error. Sample size has a considerable impact on sam-
pling error. While a large number of samples were

FIGURE 6  Population Weighted Snowfall Adjusted for Impact on 
Propensity to Travel

* 

where 40 represents the rounded statewide average for December, January, and February 
1995–1996, the months where precipitation is likely to be snow.

Source: New York State Department of Transportation (NYSDOT), Office of Policy and 
Performance, based on data from NYSDOT, Office of Operations Management.
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taken in NYS as part of the NHTS add-on, it is pos-
sible that sampling error is sufficiently large to pre-
clude detection of small changes between 1995 and
2001. In order to examine this, consideration must
be given to the confidence interval associated with
an estimated value of a measure (e.g., VMT) and
view that measure as being within a certain range of
values above or below the true value. In the case of
a survey such as the NPTS/NHTS, the estimated
value is represented by the weighted sample data. 

Assuming that the 2001 NHTS produces an
unbiased estimate of residential household VMT
(because it is from a random sample), we can be
confident with 95% certainty that the survey esti-
mate does not differ from the true residential-based
VMT by more than twice the standard error in
either direction. In 2001, the estimated statewide
residential-based VMT value was 95.2 billion.
There is a 95% certainty that the true value of resi-
dential-based VMT lies in the interval from 91.6 bil-
lion to 98.8 billion VMT, a relative error of 1.9%.
The estimated VMT for 1995 was 95.6 billion.
There is a 95% certainty that the true value of state-
wide residential-based VMT lies in the interval from
91.2 billion to 100.0 billion VMT.

Looking at the sampling error on the estimate of
the VMT from both the 2001 and 1995 surveys,
there is a 95% certainty that the true value of resi-
dential-based VMT lies between 89.2 billion and
100.9 billion VMT (USDOT 1995 and 2001).
Therefore, no statistically significant difference
exists in the two estimates.

However, given the inability to discern any differ-
ence, we could interpret this as follows:

� residential household-based VMT may have
grown by as much as 5 billion, or 5% relative to
1995;

� the 1995 estimate could be an overstatement of 6
billion;

� true growth could be as large as 11 billion.

For the 2001 NHTS in NYS, a much more
detailed analysis for the different urban strata shows
that the relative errors are much larger, ranging
from +/–2.6 to +/–19.7%, compared with +/–2.0%
for the state as a whole. 

Assessing Travel

Given the level of uncertainty with the survey’s esti-
mate of residential household VMT, can it be
resolved with the ground-count estimate of travel?
Consider the following example using the 2001
NHTS and the 1997 VIUS. With careful examina-
tion of the VIUS for estimates of personal and non-
personal transportation VMT and with adjustments
based on the assumptions noted, it is possible to
construct an estimate using the upper bounds of the
confidence limit almost equal to the 130 billion
statewide ground-count VMT estimate in 2001
(NYSDOT OPP 2003a).

Table 1 shows a substitution of the 2001 NHTS
trucks that are available for personal use within a
household for those in the VIUS. Trucks that may
be considered available for commercial use at an
establishment in the VIUS are then added to the
NHTS. This allows the NHTS to specify residential-
based VMT and the VIUS to specify resident-based
commercial VMT. Using a series of assumptions
and other data sources, adjustments are made to
compensate for the following: survey error; differ-
ence in time period; the flow of both personal and
commercial vehicles in, out, and across the state;
NYS public transit and school buses; and the recog-
nition that NYS is a net importer of goods and ser-
vices for vehicles not registered in the state. 

The Difficulty with Small Trucks

Pickups, vans, and other truck vehicles that can be
used for transporting both people and goods are dif-
ficult to quantify from any source. Small home-
based businesses can use a vehicle for both personal
and commercial travel in the same day, sometimes
in the same trip. The NHTS asks about commercial
vehicle use and obtains the occupation code of the
vehicle user, but if more than 10 commercial trips
are made on the travel day (e.g., taxis or police cars)
the survey asks the respondent to report only the
trips for personal use of the vehicle.

In New York State as in other states, pickups,
small vans, and sport utility vehicles (SUVs) may be
registered as either cars or trucks depending on
usage (e.g., pickup trucks with a permanently
attached cap are registered as standard passenger
series vehicles). In the 1997 VIUS, passenger car files
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TABLE 1  Total Travel by Residents, Businesses, and Vehicles

VIUS97 
categories

VIUS97 
VMT

NHTS01 
categories

NHTS01 
VMT

VIUS97 VMT adjusted 
to 2001

95% upper 
CL VMT 
estimate Notes

Private and 
commercial 
truck VMT 
(000,000)

Residential 
household 
personal 

VMT 
(000,000)

Estimated 
personal 

VMT 
(000,000)

Estimated 
commercial 

VMT (000,000)
VMT 

(000,000)
Total 95,207.1 131,002.5 Sum + f,g,i
Auto 62,795.9 67,415.2 a

Motorcycle 315.1 471.3 a
Total 36,396.6 37,203.9
Heavy trucks 3,998.7 16,267.5 16,267.5 d,e,h

Light trucks 32,397.9 Light truck 32,081.9 25,449.4 20,936.4
Pickup 10,663.9 Pickup 9,119.8 8,424.6 6,851.3 15,276.0 b,c,e,h

Panel/van 3,526.8 Not pickup 22,962.0 17,024.8 14,085.1 31,109.9 b,c,e,h

Minivan 7,311.3 Van 9,538.2
Other truck 2,108.5

SUV 9,902.5 SUV 11,315.3

Station
wagon 993.3

RV 14.2

Key: CFS = Commodity Flow Survey; CL = confidence limit; DOT = Department of Transportation; NHTS = National Household Travel 
Survey; NYS = New York State; RV = recreational vehicle; VIUS = Vehicle Inventory and Use Survey; VMT = vehicle-miles of travel.

Notes:

a. Assume 95% upper CL estimate of NHTS01 personal VMT.

b. NHTS01/VIUS97 ratios for personal travel for pickup, nonpickup used to grow 2001 commercial component of (VIUS stratum 1,2).

c. Assume VMT contribution of non-NYS pickup + panel/van to be at least equal to NYS value.

d. Assume that VIUS97  stratum 3–4 vehicles are illogical as personal transportation choice and are considered commercial use.

e. Assume VIUS97 heavy-truck VMT estimate for surrounding states is equal to NYS estimate, since CFS shows 70% of all NYS origin 
movements are less than 50 miles; add to this the Reebie TranSearch 2001 primary truck shipment assigned network VMT in NYS with equal 
empty backhaul estimate (no estimate for secondary and/or transshipments are then made).

f. NYSDOT operating assistance-based bus transit VMT (000,000), which assumes 10% addition for deadhead miles     257.9

g. NYS school bus VMT (000,000)    204.8

h. Census provisions for state-based relative error computation are not provided. U.S. error is significantly less than that for the NYS sample. 
Twice the value of the U.S. relative error for truck-miles by operating class were used for NYS tables of annual miles by opclas and samtyp to 
compute upper 95% CL estimate.

i. Total includes 14.2 million VMT for RV not included in any of the other table rows.

Sources:

New York State, Department of Education, estimates of school bus VMT, available at http://www.schoolbusfleet.com and http://
www.schoolbusfleet.com/Stats/pdf/SBFFB03p29-30.pdf, Total Route Mileage.

New York State Department of Transportation, Office of Policy and Performance data.

______. Passenger Transportation Division, Annual report on public transportation assistance programs and specialized tabulation on bus 
VMT.

New York State Thruway data.

Reebie & Associates, TranSearch data, Custom tabulations, April 2003.

U.S. Department of Commerce, U.S. Census Bureau, Vehicle Inventory and Use Survey data.

______. U.S. census data.

U.S. Department of Transportation, Federal Highway Administration, National Household Travel Survey data.

U.S. Department of Transportation, Research and Innovative Technology Administration, Bureau of Transportation Statistics, Commodity Flow 
Survey data.



ERLBAUM 9

were searched and any such vehicles were included
in the VIUS sampling frame along with truck regis-
trations. Therefore, the 1997 VIUS contains both
personal use and commercial use trucks. This is also
the case in the 1995 NPTS and 2001 NHTS. The
survey does not ask for the type of registration for
household-based vehicles.

In this comparison the non-NYS pickup/panel/
van estimate is assumed to be at least equal to the
NYS value. In analyzing the 1995 NPTS NYS add-
on, the NYS metropolitan area strata were com-
pared against the nation as a whole. Based on this
analysis, we found that with the exception of New
York County (Manhattan) and the remainder of
New York County; the rest of the state had travel
characteristics similar to that of the nation. Addi-
tionally, given the substitution effect of pickups,
panels, vans, and SUVs for autos and their usage
similarities, this assumption is necessary to address
in migration of nonresident vehicles in border areas. 

Travel from Outside NYS

For nonresident travel, other assumptions are neces-
sary given the expanse of the multistate New York
City (NYC) labor market area, where residents and
businesses in northern New Jersey and western
Connecticut regularly engage in travel and business
activities in NYC and its suburban counties. Equally
important is the considerable daily passenger and
truck traffic in western New York between Canada
and NYS, which is clearly evident by Canadian-
New York border crossing counts, neither of which
are measured by the VIUS nor the NHTS.  

Discussions with staff at the NYS Thruway
(TWY) indicate that consultant studies done in the
mid-1990s showed a nonresident presence on the
TWY in excess of 30% (Maynus 2004). The reader
should note that the TWY is mostly a rural road
skirting many of the major urban areas it traverses
and carries less than 10% of the state’s VMT. More
recent studies in 2004 in the highly urbanized NYC
metro area related to the TWY Tappen Zee Bridge/
I-287 corridor indicate a significantly higher pro-
portion of nonresident usage. For three primary
facilities that cross the Hudson River (where tolls
are collected in the east bound direction only)—the
Tappen Zee Bridge, the George Washington Bridge,

and the Lincoln Tunnel—the daily nonresident
share of the vehicular flow was 67.5%.  

To address nonpersonal vehicle usage, a number
of assumptions were also made. Doubling the
assignment of Reebie TransSearch fully laden trucks
conservatively accounts for empty backhauls and
less-than-truckload movements by large long-dis-
tance trucks to, from, and across NYS (Reebie
2001). The VIUS estimate of nonresident truck
movements (given the number of vehicles crossing
the Hudson River) is, at a minimum, at least equiva-
lent to that of NYS and, absent other data, is dis-
tributed equally across all vehicle categories. 

Adjustments for the VIUS relative error using
national values will understate the error associated
with the smaller NYS sample, hence twice the
national relative error is assumed for NYS.2 It
should also be noted that because NYS is a net
importer of goods and services as demonstrated by
the Commodity Flow Survey (CFS) data,3 the VIUS
will not adequately represent the vehicles entering
NYS. Equally important are adjustments for things
that cannot be measured, are addressed based on
anecdotal data, or that will likely overstate the
longer distance movements of trucks. 

Taking all of the above issues and assumptions
into consideration and the reality that the ground-
count-based estimate of 130 billion statewide VMT
may in and of itself have perhaps a +/–5% error or
be +/–6.5 billion VMT off, we can reach the 130 bil-
lion statewide VMT estimate. By iteratively back
solving and/or adjusting assumptions, the estimates
also lie within the range of 123 billion to 136 billion
VMT.  

It may be possible, therefore, to make estimates
with a variety of survey resources that come close to
ground-count-based estimates of total statewide
VMT as reported in the Highway Performance
Monitoring System (HPMS).4 This approach is ten-
uous at best, as there are equally problematic issues
associated with ground-count expansion, vehicle
classification, other issues that affect the HPMS,
and estimation of travel not adequately covered by
existing surveys that are crucial in resolving the

2 See http://www.census.gov/econ/www/viusmain.html.
3 See http://www.bts.gov/programs/commodity_flow_survey/.
4 See http://www.fhwa.dot.gov/policy/ohpi/hpms/.
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regional travel impacts for a bridge state.  It is at
least possible to accept that residential household
personal travel may indeed be at or near the upper
confidence level shown in the NHTS and that the
nonresident movement may be accounting for the
growth observed through ground counts. 

ASSESSING PUBLIC TRANSPORTATION 
RIDERSHIP

The NHTS collects data on trips by all modes of
travel, and New York transit trips are well repre-
sented in the survey.  This section focuses on a com-
parison of transit ridership between the 1995 NPTS
and 2001 NHTS NYS add-ons in relation to
reported transit ridership. In order to do so, some
discussion of the difference in survey collection for
transit trips is necessary. There are some definitional
differences in how transit operator ridership may be
reported. 

� If every time a rider changed modes a fare was
required, these individual trips would look like
revenue trips collected. 

� If free transfers between modes are allowed, then
the number of modal trips may differ from reve-
nue-based trips. 

Public transportation operators providing regu-
larly scheduled transit services typically report pas-
senger revenue separately and passenger ridership in
the form of unlinked trips, thereby accounting for
each time a person boards a vehicle. Consider the
example where a transit fare card is used and the

traveler desires to go from point A to point B, as
illustrated in figure 7. The traveler or rider begins at
the origin with an auto trip to a bus station, takes a
bus trip, and makes a free transfer to another bus.
The rider then takes a commuter rail trip, walks to
another bus, and arrives at his or her destination.
This could be reported on the fare card as four sepa-
rate unlinked transit trips but in reality represents
the collection of three separate fares. In household
travel surveys, it becomes very important to pay
close attention to what is reported as a transit trip,
especially if one desires to compare survey results
with auditable transit operator statistics. 

The NPTS/NHTS uses the following question
sequence to determine the origin and destination
and mode used: 

� Where are you? 

� Where did you go next? 

� What mode did you use? 

When the mode reported is public transportation, a
single main mode is then determined based on the
longest distance in the link (although some respon-
dents may have reported the longest time segment)
or what the respondent identifies as the main public
transportation mode for the trip. Mode changes are
recorded as access and egress modes to the main
mode (2001 NHTS), or as segmented transit trips
(1995 NPTS). 

The approach in the 1995 NPTS was to deter-
mine if public transportation was used at anytime
on a trip, identify the main mode of public transpor-

FIGURE 7  Understanding Main Mode and Access and Egress Mode Change Relationships with 
Respect to Access and Egress 1–5 Coding

Source: New York State Department of Transportation, Office of Policy and Performance.

TRACC1 TRACC2 PUBTYPE TREGR1

Coding of multiple occurrence of
same mode as an access mode      

TREGR1TREGR2

Coding of multiple occurrence of
same mode as an egress mode      
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tation, and then classify up to four segments for the
use of other modes of transportation. For example,
in a trip where an individual drives to the train sta-
tion, takes a bus, transfers to a bus, takes commuter
rail, walks, takes a bus, and then walks to a destina-
tion, commuter rail is the longest segment and is
coded as the main mode for the transit trip. This
public transit trip has more than one segment and
would show up in the segmented transit trip file. 

Since all transit trips have walk access and egress,
these would typically not be coded unless the walk
trip was of significant length or between transit
modes. A commuter rail trip would show up in the
travel day file, and in the segmented file one would
find for segments 1–4: auto, bus, bus, and com-
muter rail. The second bus trip might be lost or the
bus-to-bus transfer may get coded as one bus trip
because the mode did not change. Although each
transit trip would be assumed to have at least three
segments (walk access, vehicle trip, and walk egress)
a large majority of trips in the segmented file
obtained two or fewer segments.

In the 2001 NHTS, a different approach to
recording public transit trips was employed. There
was no segmented transit trip file for recording the
multiple modes associated with transit use. Instead,
when public transit (PUBTYPE) was used, the
respondent was asked to identify the main transit
mode. However, up to five access (TRACC1–5) and
five egress (TREGR1–5) modes for this main mode
were also available. If successive modes were the
same then they were coded as one, because the issue
is mode capture and a bus-to-bus change is still bus.
Figure 7 illustrates the 2001 method. 

Based on the above discussion, it becomes clear
that the two surveys are not directly comparable in
their estimate of public transit ridership. On the

whole, most public transit trips had less than three
segments in 1995, indicating that even walk access
and egress were poorly reported. Good detail on
multiple transit mode trips is not available from the
1995 NPTS.

Table 2 presents a comparison of the relative
growth in the number of personal trips on passenger
transit when reported as the main mode or the main
mode with segmented or access/egress transit trips
in the 1995 NPTS and 2001 NHTS for NYS. It also
shows the average 1995/1996 (to correspond with
the survey period) and 2001/2002 Metropolitan
Transportation Authority (MTA) unlinked passen-
ger trips (NYSDOT PTD 2003b). A significant dif-
ference can be seen in what was reported in the
surveys and what was measured by MTA. It should
be noted that, between the 1995 NPTS and the
2001 NHTS, MTA introduced a fare card and a
variety of different fare policies to encourage free
transfers or offpeak discounts. These policies may
have contributed to the large increase in unlinked
trips (or modal boardings) reported by MTA. 

MTA carries the bulk of all transit passenger trips
in NYS. In calendar year 2001, the NYSDOT Pas-
senger Transportation Division reported that MTA
provided service for approximately 92% of the state-
wide transit passengers (NYSDOT PTD 2003a).
Adding private operators downstate to MTA’s share
shows that service was provided to approximately
98.6% of all transit passengers in NYS.  

A comparison with MTA operational data is very
important (NYSDOT PTD 2003c). With the intro-
duction of the MTA fare card, many bus trips pro-
vide free transfers, in part accounting for the
increase in ridership due to greater system flexibility.
However, from a fare card perspective there is no
change in the way subway riders are reported. Sub-

TABLE 2  Comparison of Survey and MTA Estimates of Transit Trips

NPTS/NHTS MTA

Person trips (000) 

main mode1

Person trips (000) main 
mode segmented or 
access/egress trips

Unlinked 
trips (000)

1995 2,762,973 2,992,455 1,740,655
2001 2,943,206 3,390,937 2,317,786

% change 6.5% 13.3% 33.2%
1 Includes bus, train, and school bus.

Source: New York State Department of Transportation, NPTS/NHTS tabulations; Metropolitan 
Transportation Authority (MTA) ridership statistics.
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way ridership reporting in 1995 and 2001 allows
free transfers between trains without being recorded
as a boarding, very much the same way that bus
transfers are currently counted. Therefore, a more
focused analysis of subway ridership statewide was
undertaken. 

Table 3 presents 1995 NPTS and 2001 NHTS
subway ridership for NYS. Subway ridership is
unique to the five New York City boroughs. Port
Authority Trans-Hudson (PATH) service between
Manhattan and New Jersey is essentially subway-
like, but NYC residents are astute enough to recog-
nize PATH as a separate and different mode and
would likely indicate it as such. 

The way the surveys are coded, it is possible to
identify whether the trip used public transportation
on any portion. It is assumed in 2001 that the
occurrence of subway access/egress to subway as a
main mode may indicate that PATH was used. In
1995 two consecutive segments of subway would
indicate the same or a subway transfer. 

Data from a 2001 PATH transit survey show ori-
gins and destinations based on stops (Eng-Wong
Taub 2003). While the PATH survey does not indi-
cate transfers to the subway, a modest assumption
of 60,000 trips, based on examination of origin and
destination stations, assumed a transfer to the sub-
way from PATH. Since the actual number of PATH
to subway riders is not precisely known, nor is it
possible to estimate the number of nonresidents
who may arrive in NYC by other means for busi-
ness and tourism, these are not unreasonable
assumptions for this analysis. The 1995 value for
this number was taken as a reduction in the 2001
value by half of the change in decennial census
county workflow from New Jersey to New York,
which was 9.8% between 1990 and 2000. 

Given these assumptions for comparability in
subway ridership between the two surveys, we may
conclude that the actual public transit ridership rep-
resented by the survey and that from operator
records are relatively close in terms of percentage
change (26.4% vs. 24.2%). Undertaking this analy-

TABLE 3  Comparison of Survey Estimates for Subway Ridership with Actual System Statistics

1995 2001
Percentage 

change

System statistics
MTA subway riders (000) 1,107.9 1,412.5
Estimated PATH riders from PATH survey (000) (c,d) 57.1 60.0

Survey estimates
Main mode subway (000) 1,283.5
Access/egress 1: subway–main mode subway (000) 83.9
Access/egress 2–5: subway–main mode subway (000) (a) 6.6

Access/egress: main mode not subway (000) 35.3
Total survey: subway 1,409.4

No subway segments: main mode subway (000) 352.2

Subway segments: main mode subway (000) 646.3
Consecutive subway segments: main mode subway (000) (b) 136.2
Total survey: subway 1,134.7 24.2%

Assumptions:

(a) Consecutive access/egress by subway suggest PATH in 2001.

(b) Consecutive segments include subway transfer and PATH.

(c) In 2001, PATH + subway could be 60,000–80,000 trips per weekday, annualized to approximately 60,000 per day.

(d) Census 1990–2000 county work flow indicates 9.8% growth in New Jersey workers in New York; assume 1995–2000 = 5% then 1995 
PATH riders = 57,100.

Sources: New York State Department of Transportation, NPTS/NHTS tabulations. 
Metropolitan Transportation Authority (MTA) ridership statistics.
Port Authority Trans-Hudson Corporation (PATH), Monthly passenger traffic by station, various years, obtained by special request of New 
York State Department of Transportation, Passenger Transportation Division.
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sis using the NHTS confidence intervals for these
same data would most likely indicate that the survey
estimates easily accommodate the operator statistics
for subway ridership. It is then possible that the sur-
vey may provide a representative estimate of transit
ridership when the problem of unlinked trips is
controlled. 

ENUMERATING THE WORKFORCE

A U.S. Census Bureau report (Clark et al. 2003)
makes the following observations in the executive
summary with respect to employment:

� Lower counts of employed people (and the civil-
ian labor force) in censuses than in the Current
Population Survey (CPS) extend back to 1950,
but in 2000 the differences between the census
and the CPS were larger than in the past. The
2000 employment data may be influenced by
anomalous data for individuals in group quar-
ters. (For a discussion of employment data for
group quarter populations, see USDOC 2000,
pp. 960–961.) 

� The 2000 census estimate of the number of
employed people was about 5% lower than the
CPS estimate. But the 2000 census estimate of the
number of unemployed people was over 50%
higher than the CPS estimate. 

� The 2000 census estimate of the labor force par-
ticipation rate was 2.1% lower than the CPS esti-
mate. The Census unemployment rate was 2.1%
higher than the CPS.

It is possible that during the collection of the
2000 census the temporary field interviewers con-
centrated more on getting “complete count” data
and, therefore, were less likely to get all long-form
questions completed, resulting in a lot of missing
data that was later filled in by imputation. Exami-
nation of SF3 Table P132: “Imputation of Work
Status for Persons Age 16 and Over for New York
State,” shows that the numbers generally hover
around 12% (NYSDOT OPP 2003b). Table 4 indi-
cates that the percent imputation can be higher for
the aggregated county data associated with each of
the NHTS add-on strata in NYS. In fact, within the
five boroughs of New York City, which represent a

population of over 8 million persons, the level of
worker imputation is 10% or higher.

An internal analysis conducted by FHWA of spe-
cific census tracts in Washington, DC, found tracts
where the percent imputed varied from 30% to
88%, especially in poorer neighborhoods and
among specific racial groups (Murakami 2003).

Taking these observations into consideration,
along with the fact that the five boroughs of New
York City comprise a very racially and economically
diverse area of the state, the accuracy of the census
estimate for the number of workers is very impor-
tant. This is especially so when surveys rely on the
decennial census for controls (NYSDOT OPP
2003b).

In a sample survey like the NHTS, the number of
workers is an effect variable resulting from ques-
tions asked of members of the household during the
interview. The sample estimate of the number of
workers from the NHTS must be examined within
the context of the confidence interval. Similarly, cen-
sus long form measures, such as workers, are also
obtained through sampling, and it is equally impor-
tant to estimate the confidence interval for the 2000
Census SF3 (USDOC 2000).

Table 5 compares the 2000 census estimate and
the confidence interval for the universe of workers
ages 16 and over with the NHTS estimate and con-
fidence interval for the variable “worker.” In 17 of
the 23 strata shown, the census and NHTS 95%
confidence intervals are mutually exclusive, suggest-
ing truly different numbers. 

The nature of the survey instruments, question
wording, and the timeframe of the census (2000)
and the NHTS (2001/2002) clearly offer the poten-
tial for differences. The events of September 11,
2001, and the severity of the economic collapse that
led to job loss in the NYC metro area and state as a
whole would suggest lower NHTS values. However,
such is not the case; in every county, the NHTS esti-
mate of workers is higher. 

In the 2000 decennial census question 21 asks:
Last week, did this person do any work for either
pay or profit? Question 21b asks: Last week, was
this person temporarily absent from a job or busi-
ness? The response to questions 21 and 21b, along
with related response logic, forms the basis for iden-
tifying whether or not someone is a worker. 
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In the 2001 NHTS, the questioning was slightly
different. There were several questions and
responses that led to the determination of the
worker status of the respondent:

1. During the household interview this question
was asked: Does this household member have a
job?

2. Later on in the personal interview, the primary
activity was determined: Was the person work-
ing? Temporarily absent from a job or busi-
ness? Looking for work? A homemaker? Going
to school? Retired? or Doing something else? 

3. If the activity was something other than work-
ing or being temporarily absent from a job, the
NHTS used the same wording as the census;
that is, the person was asked “Last week, did
you do any work for pay or profit?”

The results of this line of questioning are shown in
table 6. 

The questioning in the NHTS attempts to avoid
the worker underreporting problem that was felt to
exist in the 1995 NPTS. However, exactly what
“having a job” means to the respondent is self-
determined. If the census question by design under-
estimates the number of workers relative to the CPS,
then the basic definition of “what is a worker” is
the real question. By allowing the respondent to
determine the definition of “having a job” and by
asking the question in multiple places, the NHTS
may identify a set of part-time, occasional, or other-
wise uncounted workers that the census may not.

In table 6 from the NHTS for New York State as
a whole, those who work or were temporarily
absent from a job or business (close to the census
definition) represent an estimated population of
8,352,459, which is very similar to the census esti-
mate of 8,211,916. However, as stated before, these
estimates must be looked at in the context of error

TABLE 4  Census Estimate of Workers and Worker Imputation

2000 census table P30
Imputed workers 

table P132

NHTS-NYSDOT strata Workers Share Percent

Albany, Rensselaer, Saratoga, Schenectady 384,047 4.7% 9.4%

Warren, Washington 56,203 0.7% 10.3%
Herkimer, Oneida 129,422 1.6% 12.6%
Onondaga 211,646 2.6% 8.6%

Tompkins 47,394 0.6% 6.7%

Monroe 345,019 4.2% 8.0%
Erie, Niagara 520,350 6.3% 10.2%

Chemung 38,451 0.5% 13.6%
Dutchess 128,437 1.6% 7.7%
Broome, Tioga 113,884 1.4% 12.2%

Orange 152,489 1.9% 16.7%
Bronx 415,075 5.1% 15.8%
Kings 901,027 11.0% 13.9%

New York 753,114 9.2% 14.4%
Queens 931,709 11.3% 9.8%

Richmond 191,145 2.3% 10.0%

Nassau 619,586 7.5% 10.4%
Suffolk 670,406 8.2% 12.1%
Putnam 48,167 0.6% 9.6%

Rockland 132,302 1.6% 11.9%
Westchester 425,052 5.2% 10.8%

Rest of state 996,991 12.1% 8.1%

State total 8,211,916 100.0% 12.2%

Source: New York State Department of Transportation (NYSDOT), census tabulations.
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and confidence limits (table 7). This table presents
nine strata where the 95% confidence intervals are
mutually exclusive (i.e., the estimates are statistically
different). In the remaining 14 strata, there is no sig-
nificant difference between the two numbers (i.e.,
statistically they are the same estimate).

Clearly the concept of worker in the NHTS
shows that many people do not have full- or part-
time jobs and do some other type of activity during
the week, yet they reported that they worked and
were compensated. This type of questioning may
explain some of the problems between the decennial
census and the CPS, as well as illustrate the effects
of differences in question wording, survey instru-
ment design and administration, the difference
between job and worker for the respondent, the
impact of effect variables that are not controlled for,

and the need to clearly evaluate survey estimates
within the context of confidence limits.

DRIVERS AND DRIVER LICENSES 

In this section, the relationship between “driver
licenses in force” from the New York State Depart-
ment of Motor Vehicle (DMV) and the effect vari-
able, “driver,” in the NHTS will be examined.5

Given that the NHTS is weighted by age, race, and
sex, the logical assumption is that the account of
drivers would correspond well with that of DMV.
The DMV licenses in-force summary by gender for
2001 reflects all persons who have a valid driver
license at the end of the year (which is approxi-
mately midpoint through the survey). 

TABLE 5  Census and NHTS Estimates of Workers

2000 census SF3 table P30 2001 NHTS variable = worker Census-NHTS 
confidence 

interval overlapNHTS-NYSDOT strata
Lower  
95% Workers

Upper 
95% 

Lower 
95% Workers

Upper 
95%

Albany, Rensselaer, 
Saratoga, Schenectady

381,851 384,047 386,243 402,683 416,380 430,077 No

Warren, Washington 55,458 56,203 56,948 56,810 61,247 65,684 Yes
Herkimer, Oneida 128,254 129,422 130,590 134,830 144,507 154,183 No
Onondaga 210,242 211,646 213,050 203,777 218,723 233,668 Yes

Tompkins 46,721 47,394 48,067 46,343 48,973 51,603 Yes

Monroe 342,923 345,019 347,115 343,361 364,167 384,974 Yes
Erie, Niagara 517,646 520,350 523,054 554,490 589,200 623,910 No

Chemung 37,796 38,451 39,106 42,123 45,266 48,409 No
Dutchess 127,128 128,437 129,746 133,397 142,028 150,659 No
Broome, Tioga 112,801 113,884 114,967 110,639 118,314 125,988 Yes

Orange 151,088 152,489 153,890 162,456 172,916 183,376 No
Bronx 412,293 415,075 417,857 594,454 641,846 689,238 No
Kings 897,127 901,027 904,927 1,061,196 1,166,320 1,271,444 No

New York 749,362 753,114 756,866 788,268 852,703 917,138 No
Queens 928,761 931,709 934,657 1,071,511 1,163,783 1,256,055 No

Richmond 189,487 191,145 192,803 204,679 219,920 235,162 No

Nassau 617,127 619,586 622,045 678,739 722,195 765,650 No
Suffolk 667,918 670,406 672,894 675,181 727,581 779,982 No
Putnam 47,536 48,167 48,798 48,882 52,554 562,257 Yes

Rockland 131,018 132,302 133,586 135,888 1,463,409 156,792 No
Westchester 422,684 425,052 427,420 471,282 500,862 530,441 No

Rest of state 993,749 996,991 1,000,233 1,084,806 1,129,430 1,174,054 No

State total 8,201,020 8,211,916 8,222,812 9,479,227 9,645,253 9,811,279 No

Source: New York State Department of Transportation (NYSDOT), census and NHTS tabulations.

5 This section is based on NYSDMV (2001).
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The NHTS does not specifically ask if each driver
holds a current and valid license; the respondent is
simply asked whether the person is a driver. There-
fore, the NHTS may count people whose licenses
may have been suspended, people who have licenses
but are no longer driving, or people who are
licensed out of state but may be residing temporarily
in NYS. 

In table 8, it is possible to see that sample size is
critical to how well the number of drivers estimated
by the NHTS corresponds with the number of in-
force driver licenses in each stratum. At the state-
wide level, only the total number of NHTS female
drivers is statistically different from DMV in-force
licenses. On a strata basis, however, the correspon-
dence is very different. Of the 23 strata shown, 13

are statistically different for male drivers in the
NHTS vs. DMV, 8 are different for female drivers (7
of the 8 are the same strata as for males), and 12 are
statistically different for all drivers. 

Interestingly, there is no apparent pattern for the
correspondence between the two sources or the
driver categories (male, female, total). Even in the
Albany, Rensselaer, Saratoga, Schenectady stratum,
which has a considerable oversample relative to
other strata (at the request of the metropolitan plan-
ning organization (MPO)), there is mixed corre-
spondence. 

The correspondence seems to be better in small
to moderate strata rather than very urban strata in
the NYC area. Clearly, the very low number of per-
sons with DMV driver licenses in New York County

TABLE 6  NHTS Worker Question Categories

NHTS NYSDOT-strata Working

Temporarily 
absent from 

job or 
business

Other 
activity but 

work for pay 
or profit

Determined 
to be 

workers

Albany, Rensselaer, Saratoga, 
Schenectady

335,017 25,465 53,431 416,380

Warren, Washington 48,646 4,257 7,916 61,247
Herkimer, Oneida 117,384 10,925 15,984 144,507
Onondaga 177,641 16,067 24,208 218,723

Tompkins 36,486 2,598 9,547 48,973

Monroe 296,739 19,114 45,875 364,167
Erie, Niagara 453,740 48,697 84,020 589,200

Chemung 35,510 3,595 6,040 45,266
Dutchess 107,623 10,506 22,905 142,028
Broome, Tioga 99,276 5,815 11,885 118,314

Orange 143,655 8,701 18,751 172,916
Bronx 492,448 44,177 101,227 641,846
Kings 927,935 74,510 153,808 1,166,320

New York 689,552 61,296 99,064 852,703
Queens 949,720 75,361 137,169 1,163,783

Richmond 182,183 14,550 22,964 219,920

Nassau 583,508 33,653 102,151 722,195
Suffolk 558,922 78,449 86,444 727,581
Putnam 42,006 3,791 6,720 52,554

Rockland 117,271 7,636 20,156 146,340
Westchester 411,270 21,351 65,028 500,862

Rest of state 889,608 83,774 148,968 1,129,430

State total 7,696,142 654,289 1,244,261 9,645,253

Note: Each column has been separately derived from the sample; confidence limits are not shown.

Source: New York State Department of Transportation (NYSDOT), census tabulations.
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(Manhattan) is understandable given the availability
of mass transit services and the high cost of housing,
operating, and garaging an automobile. Many of
the residents are age-eligible to drive yet do not have
a license, and this cuts across all age cohorts for this
county. What is not so understandable is why the
survey reported such a high number of drivers in
this county. It is possible that the population is more
transient and residents are licensed in other states,
or that they really do not have legal licenses. Also
worthy of note is the trend for the survey to reflect
drivers more in line with population. DMV licenses
may reflect the inherent residential density and spa-
tial context that may contribute to more auto trips
taking place. 

The survey, however, estimates drivers at the state
level quite well; the overall estimate for total drivers
is almost an exact match with DMV licenses in
force. The obvious conclusion then is that this sur-
vey effect variable when broken out by gender and
geography is highly sensitive to sample size and
sampling error. 

It is also possible that this sensitivity extends to
trip production as well, which would likely impact
survey estimates of respondent VMT. Clearly, geo-
graphic-based age, sex, and race weighting may not
adequately reflect the spatial living arrangements
that density introduces into the dynamic associated
with owning and driving a car.  

TABLE 7  Census and “Question-Equivalent” NHTS Workers

2000 census SF3 table P30

2001 NHTS variable = worker 
(working or temporarily absent 

from job or business)

Census-
NHTS 

confidence 
interval 
overlapNHTS NYSDOT-strata

Lower 
95% Workers

Upper 
95%

Lower 
95% Workers

Upper 
95%

Albany, Rensselaer, 
Saratoga, Schenectady

381,851 384,047 386,243 346,089 360,482 374,876 No

Warren, Washington 55,458 56,203 56,948 48,546 52,903 57,260 Yes
Herkimer, Oneida 128,254 129,422 130,590 118,759 128,310 137,860 Yes

Onondaga 210,242 211,646 213,050 179,377 193,708 208,040 No
Tompkins 46,721 47,394 48,067 36,027 39,084 42,140 No

Monroe 342,923 345,019 347,115 296,440 315,853 335,267 No

Erie, Niagara 517,646 520,350 523,054 470,225 502,437 534,649 Yes
Chemung 37,796 38,451 39,106 36,233 39,105 41,977 Yes
Dutchess 127,128 128,437 129,746 110,109 118,129 126,150 No

Broome, Tioga 112,801 113,884 114,967 97,651 105,091 112,532 No

Orange 151,088 152,489 153,890 142,944 152,356 161,769 Yes
Bronx 412,293 415,075 417,857 489,917 536,625 583,332 No

Kings 897,127 901,027 904,927 899,206 1,002,444 1,105,683 Yes
New York 749,362 753,114 756,866 685,892 750,848 815,805 Yes
Queens 928,761 931,709 934,657 938,071 1,025,081 1,112,090 No

Richmond 189,487 191,145 192,803 181,476 196,733 211,990 Yes
Nassau 617,127 619,586 622,045 572,563 617,162 661,760 Yes
Suffolk 667,918 670,406 672,894 582,791 637,371 691,952 Yes

Putnam 47,536 48,167 48,798 41,817 45,798 49,778 Yes
Rockland 131,018 132,302 133,586 114,660 124,907 135,155 Yes
Westchester 422,684 425,052 427,420 401,115 432,621 464,126 Yes

Rest of state 993,749 996,991 1,000,233 927,456 973,382 1,019,309 Yes
State total 8,201,020 8,211,916 8,222,812 8,185,695 8,350,431 8,515,168 Yes

Source: New York State Department of Transportation (NYSDOT), census and NHTS tabulations.
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Previous NYSDOT Analysis

As part of NYSDOT’s analysis of the 1995 NPTS, a
series of analytical reports were prepared for each of
the survey strata by the Center for Transportation
Analysis at Oak Ridge National Laboratory (Hu
and Young 1999). One report, “1995 New York
NPTS: A Comparison Study,” focused on compar-
ing and contrasting the individual survey strata that
corresponded to the primary urban counties in each
metropolitan area. The intent of this report was to
assess comparability in travel measures to make it
easier for MPOs to benefit and draw from travel
model updates and improvements done in areas
with similar characteristics. One of the findings of
this comparison study was that comparability in
travel behavior measures was best for areas of simi-
lar tract-level population density. 

VEHICLES AVAILABLE

Neither the census nor the NHTS asked if the vehi-
cles available within the household were owned
and/or registered to someone in the household. Nor
did they ask if the vehicles were leased by someone
else or how the vehicles were used (primarily for
personal or for commercial use). Both surveys sim-
ply asked about the vehicles available for use, which
makes comparison with registered vehicles difficult.

The total number of vehicles available in house-
holds is not directly available from the census,
which gives the number of households categorized
by the number of vehicles (zero, one, two, etc., up to
six or more). By multiplying the number of house-
holds by the corresponding number of vehicles
available, it is possible to estimate the number of
vehicles available (NYSDOT OPP 2003c).  

TABLE 8  New York State DMV-Licensed Drivers vs. NHTS Drivers, by Gender

DMV01 
within 

NHTS CI

Male drivers

DMV01 Lower 95% Estimate Upper 95%

Albany, Rensselaer, Saratoga, 
Schenectady

280,475 257,927 267,438 276,949 False

Warren, Washington 45,869 42,587 45,260 47,933 True
Herkimer, Oneida 103,642 94,266 101,277 108,288 True

Onondaga 155,294 137,917 147,507 157,098 True
Tompkins 29,691 30,036 31,757 33,478 False

Monroe 248,741 221,927 235,905 249,883 True

Erie, Niagara 394,150 350,753 374,233 397,712 True
Chemung 30,982 28,949 30,879 32,808 True
Dutchess 100,740 82,411 88,971 95,531 False

Broome, Tioga 90,333 80,480 85,104 89,729 False

Orange 117,171 97,921 106,952 115,982 False
Bronx 241,987 261,536 304,612 347,688 False

Kings 492,165 602,794 666,556 730,318 False
New York 372,441 374,448 415,102 455,755 False
Queens 608,943 509,372 577,247 645,121 True

Richmond 145,391 133,428 143,771 154,114 True
Nassau 497,712 392,005 423,374 454,742 False
Suffolk 530,574 429,867 463,954 498,042 False

Putnam 38,132 29,326 32,125 34,924 False
Rockland 105,643 81,540 88,720 95,899 False
Westchester 325,830 308,378 328,924 349,471 True

Rest of state 805,915 740,027 770,021 800,016 False
State total 5,784,348 5,588,241 5,729,689 5,871,137 True

(continues on next page)
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The NHTS enumerates all the vehicles in every
household and provides a vehicle file with the make,
model, and primary driver of each vehicle noted. In
the 2001 NHTS, the Energy Information Agency
(EIA) added the fuel type, fuel efficiency, and gas
cost at the residential location to the vehicle file,
expanding its usefulness. 

The number of vehicles reported by the census
and the NHTS should compare reasonably well
against the number registered within the county.
Unfortunately, the NYSDMV registers vehicles as
“standard series” (mostly passenger cars), commer-
cial (trucks, vans, pickups), and other categories
that define specific vehicles and/or their use (trailers,
taxi, rental, farm, etc.). Examination of the VIUS
indicates that the bulk of the commercial vehicles
that fell into the pickup, van, SUV, and other truck
categories were being used for personal transporta-

tion, and, therefore, the NYSDMV standard series
vehicles are comparable and can be used for this
comparison (NYSDMV 2001).

Some difficulty still exists in figuring out how
many cars may be in commercial use and how many
commercial vehicles may be in personal use. In table
9, the NHTS data have been recoded to correspond
to the census distribution (zero, one, two, three,
four, and five or more vehicles). The NHTS survey
estimate and its upper and lower confidence limits
are shown. Since the census values are mostly within
the NHTS confidence interval, the census confi-
dence interval was not computed. In addition to
these data, the NYSDMV registration data for stan-
dard series, commercial vehicles, and their sum are
included for comparison purposes.  

Unlike the previous discussion for drivers and
driver licenses, vehicles available may indeed be

TABLE 8  New York State DMV-Licensed Drivers vs. NHTS Drivers, by Gender (Continued)

DMV01 
within 

NHTS CI

Female drivers

DMV01 Lower 95% Estimate Upper 95%

Albany, Rensselaer, Saratoga, 
Schenectady

283,048 267,124 276,728 286,332 True

Warren, Washington 45,786 42,237 45,050 47,864 True
Herkimer, Oneida 103,051 91,839 98,579 105,320 True

Onondaga 160,321 147,320 158,925 170,530 True
Tompkins 29,933 30,765 32,565 34,365 False

Monroe 257,826 247,356 261,293 275,230 True

Erie, Niagara 404,106 349,588 378,627 407,667 True
Chemung 31,756 30,415 32,283 34,151 True
Dutchess 98,431 84,391 89,580 94,770 False

Broome, Tioga 89,776 83,662 88,512 93,363 True

Orange 111,984 107,706 116,102 124,497 True
Bronx 166,736 191,071 224,495 257,918 False

Kings 334,302 362,881 430,247 497,613 False
New York 284,602 296,570 346,345 396,120 False
Queens 435,817 485,906 546,285 606,664 False

Richmond 131,671 112,441 124,420 136,400 True
Nassau 487,201 433,659 472,412 511,166 True
Suffolk 516,977 463,135 500,276 537,417 True

Putnam 36,338 30,403 32,641 34,880 False
Rockland 99,887 86,562 94,116 101,670 True
Westchester 314,073 280,901 306,127 331,353 True

Rest of state 789,956 756,547 781,933 807,319 True
State total 5,230,457 5,306,638 5,437,541 5,568,444 False

(continues on next page)
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much more closely related to the basic sampling
unit—the household in both the census and the
NHTS. As part of the 2001 NHTS survey contract
with NYSDOT, the survey vendor was asked to
evaluate if disaggregated registration data by regis-
tration type provided better weighting than house-
holds for the vehicle file in the 1995 NPTS. As a
result of their analysis, it was determined that
households and registrations on the whole were
both equal to the task for weighting the vehicle file.
This would suggest then that the census, NHTS,
and DMV data would be proportionally similar.

In table 9, the reader should note that within the
census and NHTS estimates it is possible that there
are non-NYS registered vehicles being counted.
Examination of the table shows that for the most
part the census estimate is essentially found between
the 95% lower bound and the estimate for the
NHTS. 

There are two exceptions, the statewide total and
the Albany, Rensselaer, Saratoga, Schenectady
strata. In the case of the Albany strata, it is possible
that the census upper confidence interval overlaps
the lower bound of the NHTS. However, no expla-
nation can be offered for the differences in the
Albany strata and the statewide total. Equally inter-
esting is that, for the most part, the standard series
registrations alone correspond well except for four
strata, and when these values are taken with the
“Commercial” vehicles, the “Sum” falls within the
NHTS confidence interval except for Suffolk and
Rockland counties. It is possible that in these coun-
ties there were a greater proportion of commercial
business vehicles. Most important to note is that the
entire statewide NHTS confidence interval is signifi-
cantly above the census 2000 estimate, perhaps due
in part to the difference in the survey instrument
and sample size. 

TABLE 8  New York State DMV-Licensed Drivers vs. NHTS Drivers, by Gender (Continued)

DMV01 
within 

NHTS CI

All drivers

DMV01 Lower 95% Estimate Upper 95%

Albany, Rensselaer, Saratoga, 
Schenectady

563,523 530,101 544,166 558,230 False

Warren, Washington 91,655 86,096 90,310 94,525 True
Herkimer, Oneida 206,693 188,389 199,856 211,323 True

Onondaga 315,615 289,545 306,432 323,319 True
Tompkins 59,624 61,579 64,322 67,065 False

Monroe 506,567 476,648 497,198 517,748 True

Erie, Niagara 798,256 709,260 752,860 796,461 False
Chemung 62,738 60,111 63,162 66,213 True
Dutchess 199,171 169,603 178,551 187,500 False

Broome, Tioga 180,109 166,092 173,617 181,141 True

Orange 229,155 209,529 223,053 236,577 True
Bronx 408,723 474,754 529,107 583,459 False

Kings 826,467 998,263 1,096,803 1,195,342 False
New York 657,043 685,856 761,447 837,037 False
Queens 1,044,760 1,027,069 1,123,532 1,219,995 True

Richmond 277,062 251,352 268,191 285,030 True
Nassau 984,913 844,067 895,786 947,505 False
Suffolk 1,047,551 915,582 964,230 1,012,878 False

Putnam 74,470 60,688 64,767 68,846 False
Rockland 205,530 171,434 182,836 194,238 False
Westchester 639,903 603,584 635,051 666,519 True

Rest of state 1,595,871 1,508,288 1,551,954 1,595,620 False
State total 11,014,805 10,958,833 11,167,231 11,375,629 True
Sources: New York State Department of Motor Vehicles (NYSDMV), data on driver licenses in force, 2001. NYS Department 
of Transportation, special tabulations prepared from the NHTS 2001 NYS add-on, 2001.
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FINDINGS

Does the survey estimate of vehicle travel over time
adequately match observed monthly VMT? No.

� In a comparison of survey and ground-count-

based estimates of monthly VMT, the effects of

seasonal variation alone did not explain the dif-

ferences. Temperature trends and seasonal snow-

fall did not provide any additional explanatory

data. Perhaps the duration and timing of weather

events had more to do with impacting day travel

than just the amount of snow that fell. 

� Equally important is the fact that the NHTS is a

residential household survey; it is not possible to

assess the effects of nonresident and commercial

travel to or through the state. The specific
impacts of September 11, 2001, and the deepen-
ing recession on personal, business, and commer-
cial travel are intricately woven into the fabric of
daily travel reflected in ground counts. 

� Also, the monthly ground-count data were not
disaggregated by vehicle classification, state of
origin, purpose (personal, business, or commer-
cial travel) for either resident or nonresident vehi-
cles, which would be necessary for a rigorous
comparison of the survey results. 

Can the apparent lack of change in survey estimates
of residential household personal VMT for 1995
and 2001 be explained given the increase in the
ground-count-based estimate of VMT? Yes.

TABLE 9  New York State DMV Registrations vs. Census and NHTS Vehicles Available in Households

Number of vehicles available in the 
household Registrations in force 2001

Census 
2000

NHTS NYSDMV

Lower 
95% Estimate Upper 95%

Standard 
series Commercial Sum

Albany, Rensselaer, 
Saratoga, Schenectady

501,917 503,125 573,359 643,593 489,277 88,170 577,447

Warren, Washington 80,549 73,800 93,978 114,155 73,205 22,810 96,015
Herkimer, Oneida 179,980 167,147 210,345 253,544 163,394 38,975 202,369

Onondaga 274,445 226,959 279,419 331,879 267,756 51,186 318,942
Tompkins 55,606 46,943 61,604 76,264 48,245 10,378 58,623

Monroe 452,180 422,455 516,562 610,669 453,283 62,395 515,678

Erie, Niagara 693,540 652,666 808,079 963,492 669,293 108,131 777,424
Chemung 54,594 52,729 65,770 78,810 52,577 11,695 64,272
Dutchess 179,097 152,015 189,905 227,794 199,191 20,178 219,369

Broome, Tioga 158,915 142,554 179,913 217,271 152,283 32,102 184,385

Orange 199,400 181,699 229,386 277,073 221,397 27,563 248,960
Bronx 236,070 188,454 300,888 413,322 249,785 9,340 259,125

Kings 491,844 401,420 550,936 700,451 426,786 19,163 445,949
New York 191,879 169,621 275,494 381,366 229,715 13,655 243,370
Queens 700,593 514,598 699,430 884,262 700,531 33,017 733,548

Richmond 215,656 186,916 243,022 299,128 235,660 5,867 241,527
Nassau 805,034 683,508 857,709 1,031,909 919,400 31,536 950,936
Suffolk 906,998 709,666 894,318 1,078,971 1,027,031 82,077 1,109,108
Putnam 66,899 57,793 76,710 95,628 78,049 5,429 83,478
Rockland 165,577 131,697 165,457 199,218 196,050 8,693 204,743
Westchester 511,568 431,046 567,798 704,550 613,310 25,968 639,278

Rest of state 1,423,082 1,446,318 1,645,355 1,844,393 1,275,992 382,758 1,658,750
State total 8,545,423 8,960,670 9,485,437 10,010,204 8,742,210 1,091,086 9,833,296

Note: Values in bold are outside the NHTS lower and upper 95% confidence intervals for the sample strata shown.
Source: New York State (NYS) Department of Transportation, NHTS tabulations; and NYS Department of Motor Vehicles (DMV).
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� Survey estimates of effect variables require care-
ful examination of the standard error and the
95% confidence limit. Sample size has a consid-
erable impact on sampling error. 

� Total VMT was comprised of residential and
nonresidential personal and commercial travel.
The NPTS/NHTS addressed residential personal
household travel. The VIUS addressed residential
vehicular (truck) travel. Both surveys occurred at
different time intervals and had significantly dif-
ferent sample sizes and sampling universes. Both
surveys lacked consistency in definitions for
mode relative to how vehicles were registered and
used. Neither survey addressed interstate per-
sonal or vehicular travel. 

� Ground-count estimates of VMT included resi-
dential, nonresidential, personal, commercial,
and interstate movements. 

� With appropriate assumptions, it may be possible
to illustrate that growth in count-based VMT is
perhaps being driven by what can loosely be
described as commercial vehicle travel. Further
research into the potential impact of growing com-
mercial vehicle travel, especially linked to shop-
ping and home-based businesses, is warranted. 

� Lastly and perhaps most important, survey sam-
pling in the NHTS, VIUS, and CFS is typically
administered for the resident population, domi-
ciled registered vehicles, or the shipper state of
origin. In multistate labor market areas where a
regional context is required, the inability to ade-
quately assess in some manner the net migration
within, into, and across the labor market by state
severely hinders the ability to understand the
complete travel picture, especially as measured by
what is on the road.

Will a survey adequately reflect public transporta-
tion ridership? Yes, in certain cases.

� Outside of New York City and the surrounding
region, defining transit may be a simple under-
taking; that is, in some cases only one mode is
available (e.g., a bus). NYC offers a wide variety
of transit, both publicly and privately operated,
and riders may take one or more modes and/or
transfer within the same mode. Also, nonresi-

dents (from New Jersey or Connecticut) enter the
city to work every day and are not included in
any residential survey. Survey estimates of transit
person trips tend to underestimate unlinked trips.

� Additionally there are significant definitional
problems in analyzing public transit trips derived
from a survey with respect to those trips reported
by a transit operator. Transit operators collect
revenue and monitor data on unlinked trips,
which do not have a one-to-one relationship,
especially when a sliding fare and transfers are
readily available. 

� Within the context of a narrowly defined segment
of public transportation (MTA subway), it is pos-
sible that the survey estimate may correspond
well with the operator report of unlinked trips.

Is there comparability between the census and the
NHTS on “Who is a worker?” Yes, with consistent
definitions and at the state level. 

� The concept of worker in the NHTS indicates
that many people do not have full- or part-time
jobs, yet they report that they engage in some
other type of activity for which they are compen-
sated. The difference between the census and the
NHTS estimates for NYS is about 1 million jobs. 

� The decennial census and the NHTS are both
surveys and, as such, are subject to concerns of
sample size, standard error, and the need to eval-
uate survey estimates within the 95% confidence
interval. Worker status is a household effect vari-
able in both surveys. Equally important is ques-
tion wording and the survey instrument and its
administration. 

� Careful separation of the NHTS response to best
match that of the decennial census concept of
worker shows that, for the state as a whole, there
is agreement. However, for nine of the strata in
NYS, the two estimates of worker are statistically
different. 

� It is clear that for the respondent, the census and
the NHTS have very different concepts of worker
compared with that of transportation analysts.
By asking “Do you have a job?” which is self-
defined in the NHTS, and then probing first for
traditional work status and then for any activities
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with pay or profit (the census question), it is pos-
sible that the NHTS reveals nontraditional or
illegal employment (e.g., under-the-table employ-
ment or the underground workforce).

Does the survey adequately reflect drivers and driver
licenses? Yes and no.

� On a statewide basis, the NHTS survey estimates
for drivers matches NYSDMV total “driver
licenses in force” quite well. When categorized by
strata and gender, the results are mixed. 

� The NHTS concept of driver may not be equiva-
lent to licensed driver as reported by NYSDMV.
The NHTS asks who a driver is without qualify-
ing whether that person has a legal license. 

� We can conclude that the survey estimate of driv-
ers is an effect variable that is highly sensitive to
sample size and sampling error. The sensitivity
may also result from the spatial impact for travel
opportunities due to settlement density, the avail-
ability of mass transit options, transient popula-
tion, residents licensed in other states, or
respondents without legal licenses. 

Are the census and the NHTS estimates of the num-
ber of vehicles available within households in NYS
accurate? Maybe.

� For most strata, the census estimate is essentially
found between the NHTS 95% lower bound and
the survey estimate. 

� One of the problems in making this comparison
is that the census does not adequately delineate
vehicles that may be available within the house-
hold for use by type, registration, and usage (per-
sonal and nonpersonal or commercial). The
census simply collects the number of households
with zero to five or more vehicles that are
available.

� One improvement to the NHTS would be a
mechanism to match vehicle type with registra-
tion category. As part of the 2001 NHTS data
collection and analysis, NYSDOT requested an
assessment of whether DMV vehicle registration
data by county was a better measure for weight-
ing the vehicle file than the household weight
used in 1995. The conclusion was that they were

nearly equivalent. However, when the census and
the NHTS are compared with NYSDMV regis-
tration categories the inconsistencies were prob-
lematic. 

Lastly, both the census and the NHTS may be
counting non-NYS registered vehicles.
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Bayesian Approaches to Learning from Data: Using NHTS 

Data for the Analysis of Land Use and Travel Behavior 

ABSTRACT

This paper introduces the application of Bayesian
belief networks (BBNs) to the investigation of the
relationship between land use and travel behavior
and emphasizes the use of 2001 National House-
hold Travel Survey (NHTS) data. Bayesian statistics
are used to reason under uncertainty and provide
the basis for a methodological approach that does
not require stringent a priori assumptions about the
statistical model employed to analyze the data. For
this reason, this method is appropriate for exploring
new relationships between land use and travel
behavior that may not be apparent using more tra-
ditional approaches. This study focuses on the utili-
zation of the NHTS add-on data for the Baltimore
metropolitan region. The paper provides an intro-
duction to modeling relationships between variables
based on the structures of BBNs, provides insight
into the specific methodological constructs needed
to analyze NHTS data, and develops the potential
to contribute alternative insights into the land use-
travel behavior relationship.

INTRODUCTION

This paper develops and tests a method to analyti-
cally derive a representation of land-use and travel
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behavior relationships using data from the National
Household Travel Survey (NHTS). This research
attempts to bridge the different existing theories,
which tend to take a “top down” or inductive
approach, by employing a complementary “bottom
up” or deductive approach based on what the data
may represent rather than how they may be ana-
lyzed. This approach, using Bayesian belief net-
works (BBNs), contributes a new and original
method for the analysis of complex spatial-behav-
ioral systems such as human interaction in the
urban environment, and it presents an opportunity
to expand further our theoretical knowledge in the
area of land use and travel behavior. 

Despite more than 20 years of intensive studies in
this area, no unified theory exists to explain the
interactions between land use and travel behavior.
Conflicting results and frameworks remain a central
theme in the debate about the possibility of recur-
sive effects between the domains. Several issues arise
due to these theoretical and empirical shortcomings.
The impacts of land-use and transportation policy
interventions on travel demand cannot be accu-
rately gauged. Expensive transportation projects
rarely result in accurate forecasts of future numbers
of users, in part because forecasting methodologies
do not adequately consider the effects of land-use
changes resulting from transportation investments
and how these changes alter travel demand (i.e.,
induced demand). This area of inquiry could benefit
from a more specific and quantitative characteriza-
tion of the relationships between land use and travel
behavior than is available today.

Using 2001 NHTS add-on data for the Baltimore
region, this paper proposes and tests a new approach
to the analysis of the interactions between land use
and transportation choices that does not require the
design of statistical models prior to the analysis of the
data. This approach is based on a process of knowl-
edge discovery that uses BBNs to identify potential
causal dependencies among variables, rather than
imposing or assuming those relationships a priori. In
this paper, not only does the output of BBNs become
the foundation for an analytically oriented approach
to model the land-use and travel behavior interaction,
it also provides quantitative measures, in the form of
conditional probability distributions, of how the vari-

ous factors affect and interact with each other. The
combination of Bayesian probability theory, graph
theory, and geographic information systems gives a
series of additional analytical perspectives to this
problem. For example, in transit mode share, condi-
tional probability distributions can be used to identify
the highest probabilities of usage of a particular tran-
sit mode or the probabilities of obtaining a specific
transit usage. The resulting maps also help distin-
guish among localities with similar urban characteris-
tics but where the differing qualities of urban
environments result in different behavioral responses.

The 2001 NHTS data, supplemented with local
land-use data, offer a number of areas in which to
test this Bayesian approach. For one, travel diary
data provide a complete accounting of daily travel
for all trip modes and purposes. Two, data from the
add-on survey for the Baltimore region can be com-
bined with a variety of land-use, urban form, trans-
portation system, and community attributes. Three,
the Baltimore region exhibits much variation in the
urban environment, allowing for a robust study
design. The variables proposed in this research
design, including accessibility indices, land uses,
and socioeconomic diversity, have all been identi-
fied in past studies as key factors in this relation-
ship. The transport choices derived from the 2001
NHTS Baltimore add-on data are considered the
behavioral response to social and economic condi-
tions, transportation availability, and land-use
characteristics.

The paper is organized as follows. First, the case
for employing Bayesian approaches to land use-
travel behavior research is made. Then, BBNs are
explained in some detail with emphasis on the bene-
fits of applying this data-driven approach to the
topic of interest.

THE CASE FOR BAYESIAN APPROACHES

Traditional deductive research approaches suffer
from a few drawbacks that can limit their ability to
identify relationships. Statistical studies are often
designed prior to data analysis (and sometimes data
collection) and can be driven by theoretical assump-
tions. A distinction is made a priori about the nature
of the relationships under investigation, including
the direction and degree of the relationships between



SCUDERI AND CLIFTON 27

and among variables. It is a challenge to consider all
of the complex phenomena and processes that influ-
ence travel behavior concurrently. Even more chal-
lenging is identifying the relationships among and
between these factors. These underlying assumptions
and model specifications, if incorrect or incomplete,
can limit the findings and potentially mask impor-
tant relationships.

Inductive reasoning breaks away from this
deductive reasoning process and allows the analyst
to directly query actual data for possible relation-
ships among them so that the analyst can become
more confident about the correct theoretical frame-
work to use, one that could possibly be less frag-
mented and more universal than what is currently in
use. BBNs provide a means to rise to this task
because of their ability to assess an infinite number
of relationships at the same time and their ability to
present them in graphical form. In such an inductive
environment, questions can be asked without the
confinements dictated by specific statistical con-
structs or analytical methods. 

Within the above set of relationships and behav-
ioral decisions related to transportation outcomes,
the linkages between daily activity participation and
travel in the short term is of keen interest and is
explored in more detail in this paper. The literature
in this area presents a great number of differing con-
clusions using a variety of analytical approaches
(e.g., Badoe and Miller 2000; Crane 2000; Ewing
and Cervero 2001). The attempts to model these
relationships are many; however, a robust behav-
ioral framework is lacking (Waddell 2001). From a
preliminary review of past studies, it appears that a
great need still exists to study the relationship
between land use and travel behavior because of its
indetermination and the limitations of previous
results, which can be identified as:

� The tendency to determine a priori the statistical
output by selecting specifically diverse neighbor-
hoods with contrasting characteristics, in order
to prove that different land uses are associated
with specific travel choices and vice versa. 

� The difficulty of differentiating among qualita-
tive properties of urban forms, which in this
study can be resolved by observing and quantify-
ing the human response to the built environment.

� Reliance on ad hoc statistical models based on the
personal knowledge of specific researchers, incon-
clusive results, or excessive emphasis given to
anecdotal and contradictory empirical evidence.

BBNs, however, are capable of addressing many
of the shortcomings commonly found in existing
approaches to the study of land use and travel
behavior interactions. BBNs, also referred to as
decision networks or probabilistic causal networks,
have been quietly gaining momentum within the
research community, mainly as a result of the great
advantages obtained in the field of computer sci-
ence, artificial intelligence, and automated learning
(see Jensen 1996 and 2001 for an introduction).
BBNs provide an easily understandable and easy-to-
use environment for the analysis of complex spatial
processes and the investigation of relationships
between numerous variables. Still, the application of
such a method would be meaningless without a
comprehensive dataset that characterizes individual
socioeconomic characteristics and captures individ-
ual preferences about transportation choices over a
period of time. One potential data source is the
NHTS and its information on American house-
holds, the individuals comprising them, and their
transportation choices.

BBNs are a graphical representation of probabi-
listic causal information based on two components:
a directed acyclic graph and a probability distribu-
tion (Glymour and Cooper 1999; Torres and Huber
2003). Nodes in the directed acyclic graph (DAG)
represent stochastic variables and arcs represent
directed stochastic dependencies among these vari-
ables. Thus, the graph provides a simple summary
of the dependency structure relating the variables.
This is an effective way to describe the overall
dependency structure of a large number of vari-
ables, thus removing the limitation of examining the
pair-wise associations of variables.

BBNs can also be used to reveal causal relation-
ships among variables, which is an advantage when
trying to gain an understanding of a problem
domain, as in exploratory data analysis, and to pre-
dict the consequence of intervention. For example,
Bayesian approaches are being used to predict credit
card fraud and in the causal analysis of health
issues. A classic example (Heckerman et al. 1995)
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looks at a marketing analyst trying to assess
whether or not it is worthwhile to promote a spe-
cific advertisement in order to increase the sales of a
product. The answer to this question depends on
whether the advertisement is a cause for increased
sales or not, and if so to what degree. 

BBNs are an ideal representation for combining
prior knowledge and data, because they combine
both causal and probabilistic semantics. In many
cases, real-world analysis benefits from prior
knowledge and, in some cases, when data are
incomplete or expensive, information from experts
in the field is the only available source. Thus, it fol-
lows that a system that can integrate such prior
knowledge into an analytical framework is a great
advance.

OVERVIEW OF AUTOMATED LEARNING: 
THE BAYESIAN ALTERNATIVE

BBNs are computational objects able to represent
compactly joint probability distributions by means
of DAGs, which denote dependencies and indepen-
dencies among variables as well as the conditional
probability distributions of each variable, given its
parents in the graph (Aliferis et al. 2003; Neapolitan
1990). The fundamental axiom of BBNs is the
Markov Condition that allows for a concise factor-
ization of the joint distribution and captures the
main characteristic of causation in macroscopic sys-
tems, namely that causation is local (Glymour and
Cooper 1999). In the graphs, nodes represent the
variables, and the dependencies between variables
are depicted as directional links from a parent node
to a child node, which also correspond to condi-
tional probabilities (Torres and Huber 2003). 

Under uncertainty, the probability of B given A,
p(B|A), represents the strength of the link in the
graphs. A simple example of a BBN graph is shown
in figure 1, where both nodes A and B are parents of
node C, the child. However, if node C is itself a par-
ent of B as in the feedback loop of figure 1(C), then
we do not know how node B and C behave; they
may cooperate or counteract each other in various
ways. For these reasons, BBNs do not yet model
feedback processes even though the differential cal-
culus required to implement this functionality is
well understood.  

A BBN has the following properties:

� a set of variables and a set of directed edges
between variables,

� each variable has a finite set of mutually exclu-
sive states,

� the variables, together with the directed edges,
form a DAG (a directed graph is acyclic if there is

no directed path A1 An s.t. A1 = An),

� for each variable A with parents B1,...,Bn, there is

a potential table p(A|B1,...,Bn) attached.

Any conditional dependence represented by an
edge (or link) is quantified by the set of conditional
distributions of the child variable given a configura-
tion of the parent variables. In a statistical experi-
ment where nodes represent stochastic variables X =
(X1, X2,...,Xv), the conditional probability distribu-
tion is factorized as in:

,

where  is a combination of values
of the variables in X. For each i, the variable 
denotes the parents of Xi, while xik and  denote
the events Xi = xik, and ; the latter is the
combination of values of the parent variable  in
the event X = (X1,X2,...,Xv).

While, traditionally, BBNs have been designed
manually, one BBN represents all but one hypotheti-
cal dependency structure relating the variables.
Many structures can be derived from the same set of
data; thus, the analyst faces two problems: how to
design the networks efficiently, and how to assess
which one is better at encoding the relationship
among the variables. In both cases, the latest
advances in computer science and artificial intelli-
gence now allow for the automatic learning of such
structures by means of meta-heuristic search algo-

FIGURE 1  Serial Connections (A), Diverging 
Connections (B), Feedback Loop 
(Cyclic Graph)
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rithms in which the subjectivity of individual beliefs
is replaced by the tenets of probabilistic reasoning.
Several commercial programs such as Bayesware
Discoverer (http://www.bayesware.com) or Hugin
(http://www.hugin.com) are now available to
researchers. The authors of this paper use WinMine
from Microsoft (http://www.winmine.com).

It is important to note that most search algo-
rithms used to derive BBNs treat the data as a col-
lection of cases where unique records are identified
by a particular combination of values in the vari-
ables. Progressively, each case is read and compared
with other cases in the dataset in order to derive the
likelihood that a given event takes place in relation
to the likelihood of other events in identical or simi-
lar cases. 

STRUCTURE LEARNING

A generic model of the relationship among variables
is little more than a starting point; what follows is a
search for the best model that represents the rela-
tionship among the variables. This model is
obtained by learning the structure of a BBN. In gen-
eral terms, there are two approaches to learning
these structures: constraint-based and search-and-
score. They differ greatly, because the constraint-
based approaches usually start with a fully con-
nected graph and progressively remove the rela-
tional links connecting the variables if certain
conditional independencies are measured in the
data. This has the disadvantage that repeated inde-
pendence tests lose statistical power and, therefore,
this approach is used less often. 

In the more commonly used search-and-score
approach, the main step is a search through the
space of all possible DAGs, which is intended to
return one, or in some cases, a set of possible sample
networks, which represent an approximation of the
ideal dependency structure in the data. Unfortu-
nately, the number of possible DAGs is a function of
the number of nodes G(n), and it is super-exponen-
tial with respect to n. There is no known closed
form formula for G(n), but the first few values for n
= 1,2,...,10 are listed in table 1 (from Bayesware
Discoverer). Because the number of possible net-
works is super-exponential in the number of nodes,
it is not feasible to exhaustively examine the entire

search space, so a local search algorithm (e.g.,
greedy hill climbing) or a global search algorithm
(e.g., Markov Chain Monte Carlo—MCMC) is
generally employed. The most basic procedure used
for this task is the K2 algorithm, which tries to find
the best structure by recursively selecting the best set
of parents for each node independently. This implies
that the total ordering of the variables is known, a
situation that may not always be true. If the variable
ordering is unknown, a search over the most likely
orderings is usually more efficient than searching
over DAGs (Friedman and Koller 2000). 

In addition to the search procedure, the specifica-
tions for the scoring function are as follows: let the
set M = {M1,M2,...,M3} be a grouping of BBNs for
the discrete random variables. With p(Mh) denoting
the prior probability of Mh for each h = 1,…, g, the
typical solution to the model selection problem is to
choose the network with the maximum posterior
probability: 

The quantity p(D|Mh) is the marginal likelihood
that provides the Bayesian score with which to com-
pare different models. 

Selecting the network with the maximum poste-
rior probability as derived by the search and score
algorithm is quite a brute force approach to struc-
ture learning because of the need to generate and
score all possible DAGs. This approach, however,
provides a baseline for comparing the performance
of other algorithms used to generate BBNs. More
effective than the K2 algorithm, the hill-climbing

TABLE 1  Number of Directed Acyclic Graphs 
(DAGs) as a Function of the Number of 
Nodes (G)

G (n) DAGS
1 1
2 3
3 25

4 543
5 29,281
6 3,781,503

7 1.1 x 10^9
8 7.8 x 10^11
9 1.2 x 10^15

10 4.2 x 10^18

p Mh D( )
p D Mh( )p Mh( )

p D( )
-----------------------------------------=
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algorithm searches all points in space and their near-
est neighbors, defined as all “graphs that can be gen-
erated from the current graph by adding, deleting or
reversing a single arc” (Chickering et al. 1997). It
then moves to the neighbor that has the highest
score, and if no neighbors have a higher score than
the current point, the algorithm stops. The best prac-
tice is then to restart the procedure at a different
point in space n number of times until the scores
converge.

Another technique to automatically generate
BBN structures is the MCMC algorithm that effec-
tively searches the space of all possible DAGs, a
property that characterizes it as being polynomial
(not exponential) in the dimensionality of the search
space. This makes the MCMC approach difficult
for practical applications requiring the use of more
than 10 variables. 

Finally, the search and score approach used by
the authors of this paper is the one developed by
Chickering et al. (1997) at Microsoft Research. Sim-
ilar to the hill-climbing approach, this algorithm
adds, deletes, and reverses the possible arcs among
the variables, but it does so in the context of deci-
sion graphs used to represent the relationship
among each pair of variables. This algorithm also
integrates aspects of the Expected Maximization
algorithm, which requires the calculation of the
expected sufficient statistics for the data. The
expected sufficient statistics are then used to ensure
the convergence of the results obtained using a
dataset with missing values with the results gener-
ated from a complete dataset. 

With this technique, the analysis begins with the
observation that the local distribution for variable Xi

in a dependency network is the conditional distribu-
tion p(xi|X\xi), which can be estimated by any num-
ber of probabilistic classification techniques (or
regression techniques, if we were to consider contin-
uous variables) such as generalized linear models,
neural networks, probabilistic support-vector
machine, or embedded regression/classification mod-
els (Heckerman et al. 2000). The method we chose
in this case is a probabilistic decision tree where for
each variable Xi in domain X, the classification algo-
rithm independently estimates its local distribution
from the data. Once all estimates for the local distri-
butions are obtained, the structure of the Bayesian

network can be constructed from the (in)dependen-
cies encoded in these estimates (Heckerman et al.
2000). Each variable is modeled as a multinomial
distribution and the learned decision tree corre-
sponds to the Bayesian network.

The algorithm searches each row of data for
unique combinations of categorical data. Each
unique combination is called a “case” and it forms
the basis of the following analytical steps, where the
algorithm greedily grows decision trees using the
Bayesian scoring criterion. This is a greedy algorithm
that combines global search over the structure’s rela-
tional links with local search over all of the nodes in
the decision graphs. It begins with one node (vari-
able) and evaluates its relationship to the other nodes
(variables) by means of decision trees; then it scores
the corresponding Bayesian structure based on its
posterior probability of such a network considering
the given cases. The procedure is as follows:

1. Score a generic network structure. For each
node x (variable) in the graph:

2. Add every nondescendant that is not a parent
of x to the parent set 

3. For every possible operator O in the graph:
i. Apply O to BS
ii. Score the resulting structure
iii.Un-apply O

4. Remove any parent that was added to x in
step 3

5. If the best score from step ii is better than the
current score
a. Let O be the operator that resulted in the

best score
b. If O is a split operator (either complete or

binary) on a node x that is not in its set of
parents then add a new node to the parent set

c. Apply O to BS
d. Go to 1

6. Otherwise, return BS.
Three operators (O) are allowed: 

� Complete split adds a child node to a set of
parents,

� Binary split adds two children to a set of
parents,

� Merge split combines two or more children in
a single new node inheriting all of their parent
nodes. 
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To learn a decision-tree structure for Xi, the
search algorithm is initialized with a single root
node having no children. Then, each leaf node is
replaced with a binary split on some variable Xj in
X \Xi until no such replacement increases the score
of the tree. The binary split on Xj is a decision-tree
node with two children: one of the children corre-
sponds to a particular value of Xj, and the other
child corresponds to all other values of Xj (Chicker-
ing et al. 1997).

BBN APPLICATION TO LAND USE AND 
TRANSPORTATION RESEARCH USING THE 
2001 NHTS

As mentioned earlier, significant questions remain
about the land-use and transportation relationships
and their interdependencies. A variety of approaches
and data sources have been applied to this problem
with varying results and often with conflicting find-
ings. BBNs, coupled with automatic learning, could
provide new insight and perhaps offer a better
approach to the analysis of this subject. The focus of
the research reported here is to assess the effective-
ness of such a method. Efforts have so far centered
on testing survey data and analytical requirements of
BBNs. Here, we pay particular attention to the use
of 2001 NHTS data for the Baltimore metropolitan
area. 

This paper expands Torres and Huber’s applica-
tion of BBNs to research travel behavior questions
(Torres and Huber 2003) by adding land-use vari-
ables and by employing a more advanced search
algorithm. Torres and Huber investigated the use of
BBNs to estimate travel mode choice as a function
of socioeconomic variables only. Their approach
made use of the K2 algorithm that is now obsolete,
largely because it required the analysts to design a
hypothetical BBN that was used as the starting
point for the search algorithm. The method pre-
sented in this paper drops such requirements and is
truly heuristic.

STUDY AREA AND DATA

The study area was the Baltimore metropolitan
region, which covers the counties of Carroll,
Howard, Anne Arundel, Baltimore County, Har-
ford, and Baltimore City. Detailed data for sampled

households and individuals were obtained from the
2001 NHTS Baltimore add-on survey. To these
were added derived profiles of typical land-use pat-
terns, socioeconomic characteristics, and road den-
sity for each tract and zip code in the study areas.
The variables used in this analysis are shown in
table 2. 

All variables were reclassified into categorical
form. In many cases, the number of classes within
each variable was reduced to simplify the analysis.
For example, the variable age for the respondents
was reduced to four classes, with an important sepa-
ration for teenagers at 16 years of age to reflect the
possibility of acquiring a driving license. The
response variable race was reclassified into four cat-
egories. More importantly, the race of the respon-
dent was also assigned to the remaining members of
the family, an assumption that might not always
hold true. The personal income variable was created
by first classifying the household income into 11
classes and then dividing the midway dollar amount
associated with each class by the number of people
living in a particular household. Transportation
mode choices were reduced to just three classes: pri-
vate vehicle, walking, and public transit. Private
vehicle trips include the use of private cars, trucks,
motorcycles, vanpooling, etc. Walking trips include
bicycling, wheelchair mobility, jogging, and any
other nonmotorized trip. The choice for transit
included all public transportation systems except for
ferry and water taxi, which given their limited pres-
ence in the data were not analyzed in this study.

The land-use variables were derived from the
Maryland Property View Data; in particular, we
used the 1997 Land-Use/Land Cover geographic
information system information layer updated to
the year 2000. Each land-use polygon was assigned
to a zip or a tract and its boundaries reshaped to fit
into such administrative units. Based on the total
area of each administrative boundary, land-use vari-
ables were then calculated as a percentage of the
total area and then reclassified into 10 discrete
amounts of land-use covers for each type of residen-
tial, commercial, or other land use. The road net-
work was subject to similar processing where each
road segment was assigned to a tract or zip and its
spatial length recalculated accordingly. A discrete
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ratio of the total road length within each adminis-
trative unit over the total areas for such units cre-
ated an index of road density.

Land-use variables are available as continuous
percentage values, but the decision was made to clas-
sify them into discrete categories, as was done for the
other NHTS data. The resulting dataset can be orga-
nized in at least four different ways for analysis with
BBNs. Each data framework has its own advantages
and disadvantages as summarized below. In this
paper, individual trip records were used as the unit of
analysis for the transportation data. 

1. Individual trip records allow for the maximum
number of cases that the search score can use
to generate the most compelling networks. For

this study, 22,000 trip records were used to
generate a model linking land-use variables,
socioeconomic factors, and other variables to
transportation mode choice. The drawback of
trip-level analysis is that the total numbers of
trips by mode cannot be analyzed.

2. Spatial units such as tracts or zip codes could
also be used as the basic unit of analysis. For
the study area here, there are just over 600
census tracts and just over 150 zip code areas
covering the 6 counties. With this data struc-
ture, the characteristics of each spatial area
could be summarized and transportation
mode choice could be analyzed in terms of
overall number of trips made by each mode.

TABLE 2  Variable List

Variable Description

Tract or zip U.S. census tracts and five digit zip code tabulation areas (an aggregation of 
census blocks) were used to define the boundaries for local land-use 
characteristics 

Driver status Driver status of respondent: licensed, not licensed, or not appropriate

Worker status Worker status of respondent: working, nonworking, or not appropriate
Age Age of respondent: 0–5 years, 6–16 years, 17–65 years, 66 years and more
Vehicle count Number of vehicles in household: 1–9 or more

Household size Household size: 1–9 or more
Race Race of the head of household: White, African American, Hispanic, other 

(including Asian)
Driver count Number of drivers in household: 1–6 or more
Personal income Household income divided by number of persons in household; 11 classes from 

$0–$100,000 or more
Transportation mode choice Transportation mode choice among motorized options, walking and biking, or 

transit (including buses, metro, and rail)
% low residential Low-density residential: detached single-family/duplex dwelling units, yards, and 

associated areas; areas of more than 90% single-family/duplex dwelling units, 
with lot sizes of less than 5 acres but at least half an acre (0.2 dwelling units/acre 
to 2 dwelling units/acre)

% medium residential Medium-density residential: detached single-family/duplex, attached single-unit 
row housing, yards, and associated areas; areas of more than 90% single-family/
duplex units and attached single-unit row housing, with lot sizes of less than half an 
acre but at least one-eighth acre (2 dwelling units/acre to 8 dwelling units/acre)

% high residential High-density residential: attached single-unit row housing, garden apartments, high-
rise apartments/condominiums, mobile homes, and trailer parks; areas of more than 
90% high-density residential units, with more than 8 dwelling units per acre

% commercial Commercial, retail, and wholesale services; areas used primarily for the sale of 
products and services, including associated yards and parking areas

% industrial Manufacturing and industrial parks, including associated warehouses, storage 
yards, research laboratories, and parking areas

% vacant Vacant land, such as bodies of water 
% other Other land uses
Road density index Liner road length over square areas, 10 classes, with a lower value indicating 

denser road networks
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For the technically inclined, this data structure
is the transpose of the case above and
although it results in a considerably lower
number of records, it could be considered as a
more geographically based approach. How-
ever, the number of trips in any given census
tract or zip code may be limited due to the
sampling structure of the NHTS and it may be
insufficient to yield robust results. 

3. Individuals or households, too, could form the
basis for analysis. For the Baltimore add-on,
there were approximately 7,800 individual
records and 5,000 household records to ana-
lyze for the entire area of interest. An individ-
ual’s full array of trips on the travel day could
be the focus of analysis that would highlight an
individual’s autonomy in decisionmaking and
the role of individual circumstances, resources,
and constraints. Basing the analysis on house-
holds has the advantage of examining the full
array of trips (or trips by specific modes) made
at the household level, which may be the pre-
ferred decisionmaking unit and reflect shared
resources and household responsibilities. 

4. Finally, trip tours could be constructed and
analyzed to understand the interdependencies
that occur between a sequence of trips and
their relation to personal, household, and
land-use characteristics. Considerable effort
would be required to construct trip tours, but
this remains a very promising and relatively
new area of investigation.

PRELIMINARY RESULTS

For this paper, the unit of analysis was Case 1 pre-
sented above—the individual trip. However, the
land-use attributes for the trip origin were aggre-
gated and tested at two geographic scales: census
tracts and zip codes. As such, there were multiple
resulting BBNs depending on the spatial unit of

aggregation. The analysis was also carried out with
and without all control variables, such as age,
household size, and vehicle count, to investigate the
influence of variables with considerably fewer dis-
crete classes. Finally, the models were run with and
without specifying variable ordering, such as the
characterization of the variables as input, output,
and super-groups. Table 3 summarizes the six model
specifications.

Models 1 and 4 created the most comprehensive
results with a graphical representation of the rela-
tionship between land use, transportation choice,
and all the control variables. In all cases, the graphs
represent a relationship with a nondirected link hav-
ing an arrow at both extremes. In the case of strong
directional relationships that can be interpreted as
causal relationships, the links show one single
arrow pointing toward the child variable and origi-
nating from the parent node by which the child is
influenced. All the relationships are quantitative in
the sense that their strength is computed by the
algorithm. 

In figure 2, we present this strength in three
sequential snapshots of the two models (where the
land-use measures are calculated at both the tract
and zip code level) that show first the strongest
links, then the links with an average strength, and
finally all links. In reality, the user can select the link
strength as a continuum and obtain the appropriate
display at any stage, a case that cannot be replicated
on paper because of obvious space limitations. For
the zip code model in figure 2, the analyst has
selected the mode choice node as the one node of
interest. The nodes in black are the parent set of the
mode choice child, and they are presented in order
of influential strength. In fact, the algorithm also
distinguishes among variables predicted by and pre-
dictive of the variable of interest (mode choice) with
appropriately colored nodes (not shown).   

TABLE 3  Summary of Model Runs

By tract All variables No model input of any sort Model 1
By tract All variables Model constrained Model 2
By tract Transportation land-use variables only No model input of any sort Model 3

By zip All variables No model input of any sort Model 4
By zip All variables Model constrained Model 5
By zip Transportation land-use variables only No model input of any sort Model 6
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FIGURE 2  Model Runs at the Tract and Zip Code Level
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It is interesting to explore these outputs of the
models in more detail. As the calculation of the
land-use variables is moved from tract to zip level, it
can be seen that land-use variables have a weaker
influence on mode choice and in fact the percentage
of vacant land is even excluded from our resulting
BBN. These results can be explained by the fact that
at coarser spatial aggregation, each spatial unit
becomes more and more homogeneous compared
with other polygonal areas and there is less varia-
tion in land use across tracts.

Although the goal of this paper is to present
results as a proof of concept rather than an in-depth
discussion of the land-use/travel behavior relation-
ship, it is worth noting how the mode choice is
influenced by the other variables. The strongest
links associated with the choice of transportation
are the availability of a private vehicle (condition
sine qua non for driving), the driver status (having a
license or not), age (another condition required to
have a driving license), and how empty the land-
scape looks around the point of origin. This result is
even more interesting if we consider that the land-
use variable other includes agricultural land, which
is critical in suburban or ex-urban conditions. 

Figure 2 shows a limited sequence of how these
links are progressively presented as part of the rela-

tionship structure; as the strength of the relation-
ships weakens, we detect ethnicity, driver status, and
the land-use variable of medium residential as also
influencing mode choice. Household size, income,
and number of commercial spaces were the least
influential variables. These may be interpreted as
important results, because they demonstrate that,
despite their low income, poorer families also use
private vehicles to a great extent. Weak relation-
ships with income underscore the fact that low-
income households rely on all modes of transporta-
tion, not just transit. It is only from the analysis of
the conditional probability distribution (CPD) (table
4) that a broader interpretation for income is possi-
ble. Household size can be seen as a proxy for gen-
erating trips, but it is not a good predictor of mode
choice and neither is the amount of commercial
activity around the point of trip origin. This is a sur-
prising result for those advocating mixed commer-
cial uses around denser neighborhoods, but we will
see later how this variable should in fact be grouped
with other land-use variables. 

If the BBN outputs were limited solely to graphs,
such as those presented in figure 2, the analysis
would be little more than an intellectual exercise.
However, each BBN algorithm provides the analysts
with decision trees, based on a multinomial choice

TABLE 4  A Sample Conditional Probability Table (Version 1)

Land uses and income Mode choices

Income
% medium 
residential

% high 
residential

Probability 
motorized trip

Probability 
nonmotorized trip

Probability 
transit trip

0 20 60 86 6 8

0 30 10 88 5 7

0 10 60 60 11 29

0 10 70 60 12 28

2 40 20 86 6 8

2 20 70 60 11 29

4 20 50 37 17 46

5 10 80 60 11 29

6 10 50 60 11 29

6 90 10 86 6 8

8 10 90 37 17 46

8 90 10 88 6 6

Note: The probabilities of using a private vehicle are high regardless of the income level, which indicates that even 
persons with low incomes tend to use private vehicles for their mobility needs. 
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FIGURE 3  Decision Trees and Details of Probabilities of Mode Choice as a Function of Road Density, 
Income, and Percentage of Commercial Uses
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distribution about how the various nodes behave in
relation to each other in a quantitative way. 

Figure 3A presents the decision tree associated
with Model 1 when analyzing mode choice. Each
node presents a binary split of one variable based on
the conditions of the parent set of variables. For
example, the trees can examine detailed questions
such as: what are the probabilities that someone liv-
ing in a medium-level residential area will choose
driving versus transit as a function of vehicle avail-
ability and race? From the decision tree, one can see
that for a vehicle count other than zero and for any
race group other than white, the probability of a
motorized trip is low; the probability of a nonmo-
torized trip is high; and the probability of a transit
trip is medium. As we move toward the tree's end-
leaves, these conditional probabilities are retained
but the tree adds the case of no licensed driver avail-
able in the household, in which case the probability
of transit trips almost doubles (from 30% to 60%). 

Graphically, we have followed the path from the
node medres (medium-density residential land-use)
to other (other land uses) in figure 3A and, for each
node, the probability information is presented as in
figure 3B. The remaining details in figures 3C, 3D,
3E, and 3F zoom out to include all the paths of evi-
dence from the strongest variable affecting mode
choice (vehicle count) to the one variable of interest,
in this case income and percentage of commercial
land uses. In all cases, the probability of choosing
one mode over another changes as the influence of a
new variable is added to the set of parents. 

The application of meta-search algorithms for
the creation of BBNs results in graphs and decision

trees. If using categorical data, it is also possible to
calculate tables containing the CPD of each node
and its parent set. The results look similar to tables
4, 5, and 6, where the probability of each mode
choice is calculated as a function of the status of all
the classes within the variables of driver count, vehi-
cle count, percentage medium-density residential,
and percentage high-density residential. The algo-
rithm used in this research calculates the probability
for the state of a class in all variables so the resulting
tables are quite large. For example, in the case of the
classes for variable driver count, which reports the
number of drivers per household, these are assigned
a probability of occurrence based on the occurrence
of all other classes in all other variables. This is quite
useful, but the algorithm has no knowledge that the
land-use variables should all add up to 100% of the
land-use cover for a given area. It follows that the
CPD tables for land-use variables include situations
where the occurrence of an 80% high-density resi-
dential area is compared with the occurrence of a
60% commercial land use, a case that clearly does
not happen in reality.

One interesting outcome derived from the analy-
sis of the six models’ CPDs is that high probabilities
of transit share and nonmotorized trips occurred
either when the land-use variables have shown a
large concentration of residential land use (as in a
downtown area) or when there were small percent-
ages of a mix of different land uses. This result
would tend to quantitatively support the argument
of those who favor mixed use as a means to
improve transit ridership and abate private vehicle
use and pollution.   

TABLE 5  A Sample Conditional Probability Table (Version 2)

Land uses and vehicles Mode choices

No. drivers Vehicle count
% medium 
residential

% high 
residential

Probability 
motorized 

trip

Probability 
nonmotorized 

trip
Probability 
transit trip

1 0 10 50 21 35 43

2 2 10 50 70 15 15

2 0 20 30 20 35 45

1 1 10 10 95 0 5

1 1 20 80 20 35 45

Notes: The algorithm properly finds that for those cases where drivers have a license but not a vehicle at their disposal, the probabilities of 
motorized trips are low. When a private vehicle is available, the probabilities of motorized trips are high but only if associated with small 
percentages of high residential land use. 
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DISCUSSION AND CONCLUSIONS

This paper presents the successful application of
BBNs to the land-use/travel behavior relationship
using data from the 2001 NHTS add-on, supple-
mented with local land-use and socioeconomic data.
This “bottom up” or inductive approach can poten-
tially contribute to the knowledge base by identify-
ing relationships that might otherwise be masked by
the limitations of traditional deductive approaches
and by aiding in the development of theoretical
models. The limited results presented here, however,
were not meant to form the basis for theory build-
ing per se but rather demonstrate the utility of the
NHTS data and the BBN method for future applica-
tions to theoretical and empirical investigations of
transportation questions. In doing so, a number of
advantages and limitations of this method were
identified, as well as opportunities for future work. 

The creation of BBNs provides the analyst with a
model of the relationships among variables under
study that is derived by means of meta-heuristic
search methods. No statistical model needs to be
specified a priori, and there is no need to character-
ize variables as independent or dependent. It pro-
vides quantitative assessments of the occurrences of
specific outcomes based on the status of all other
variables, and it allows for the study of complex
problems based on how the data capture them. 

The confidence that these graphs represent iden-
tify a real underlying relationship between land use
and transportation remains to be tested. The “lift
over marginal” log score provides information on
how well the model fits the data. Also, as in all
appropriate modeling attempts, it is possible to test
the model on a subset of data to verify that its rela-
tionship construct and conditional probabilities still
hold true. 

Finally, there is no standard approach on how to
compare the graphical results of a BBN with the
quantities obtained by using traditional inferential
statistics. One procedure proposed here is to derive
elasticities by calculating the means for all variables
and their associated regression coefficients using
Bayesian inferential statistics. Once the elasticity for
each variable has been established, simple compari-
sons could be made between the results obtained by
means of heurist inductive reasoning and those
derived by means of traditional deductive model
building. Another approach is to translate the result-
ing BBNs into a discrete structural equation model
of the standard error of the mean (SEM); this tech-
nique is a linear cross-sectional statistical approach
that uses path analysis as its input. Analysts usually
create the causal path among variables ad hoc, but
the output of inductive reasoning, such as the BBN
presented in this study, could be used as an indepen-
dently derived variable path for SEM. Once again,

TABLE 6  A Sample Conditional Probability Table (Version 3)

Land uses Mode choices

% medium 
residential

% high 
residential % commercial 

% other 
land uses

Probability 
motorized trip

Probability 
nonmotorized trip

Probability 
transit trip

10 10 20 60 90 5 5

10 10 40 10 52 16 33

10 40 30 20 69 18 13

10 80 10 0 62 8 30

20 10 10 10 78 11 11

30 10 10 10 78 11 11

10 20 50 10 53 14 33

10 30 20 10 53 14 33

10 40 20 10 63 7 30

20 60 10 10 78 10 12

10 30 30 10 52 15 33

Notes: Notice how a small mix of uses has high probabilities of transit and nonmotorized trips. The same happens with extremely high 
percentages of residential densities. Could this be the quantitative proof about land-use mixes?
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elasticities could be derived to compare the results
with other deductive studies.

This analysis of land-use and transportation
interactions by means of BBNs has highlighted a
number of important factors. In our analysis of the
NHTS travel diary data, each trip was considered
unique and was characterized by the land-use condi-
tions of the tract or zip from which it originated.
This assumption implies that each trip was treated
independently of all other trips, even if some were
originally taken as a part of a trip chain. In practice,
the algorithm used in this analysis treated trips as
discrete separate events, which is not always the
case, as when multiple trips are made by the same
person. This type of analysis is not necessarily based
on the best assumptions but, as mentioned above,
future analysis can be undertaken with the trip
chains being explicitly considered as such. Further-
more, the aim in this research was to focus on the
land-use conditions underlying the decision to use a
particular trip mode, even as we recognize that
interdependencies exist between sequential trips and
their modal choices. 

One issue with NHTS data was also related to
the spatial limitation of the sample taken at the
national and local level. Clearly such an analysis
would have not been possible without the add-on
data and the availability of records for about
25,000 trips in the Baltimore region. However,
some issues were identified that relate to the spatial
distribution of the respondents. Some tracts show as
having no, or a low number of, trips originating
from them, and repeating the analysis at a smaller
geographic scale, such as the block level, will exac-
erbate this problem. This is not an issue when using
journey-to-work data from the U.S. Census at the
tract level, due to the more extensive household
sampling of one in six households per tract (for the
SF3 data). 

A final issue relates to the scale of aggregation
used in the analysis. The analysis at two different
geographic scales, tract and zip code levels, is
important to detect the sensitivity of dependencies
between variables as a result of aggregations. These
results are interesting, and, in the future, to investi-
gate the effects from the Modifiable Aerial Unit
Effect, the analysis will be carried out at four differ-

ent geographic scales: traffic analysis zones, zip
codes, census tracts, and block groups. Work is also
underway to recreate the analysis with better mea-
sures of transit accessibility and to use the various
administrative units, not trips, as the base records
for the input database. The authors believe this to
be a more geographical approach to the analysis of
data, which would complement any analysis of sur-
vey data based on trips or personal information. 

Finally, data mining applications using Bayesian
approaches are in fact just one application area.
Bayesian inferential approaches may also be used as
modeling tools to create parameter estimates and
develop forecasts. A worthwhile study would be to
find the future transportation mode split, in light of
infrastructure development—for example, to assess
the impact of new transit lines or new bus routes. A
network of relationships can be derived heuristically
and directly from data. The second step is to collect
sample data from the area in which the investments
are to take place, to source the actual data with
which to instantiate the Bayesian model. Inference is
then the simple exercise of finding the posterior
probability of each mode as a function of both the
local data and the probabilities for the transporta-
tion choice parameters. This approach provides a
simple and immediate local forecast of transporta-
tion mode split and the likelihoods for each mode;
however, more accurate estimates can be obtained
by slightly varying the instantiation values so that a
number of equivalent posterior probability distribu-
tions can be sampled and a more robust simulation
produced. This more complex method provides not
only the probability of each mode split but also the
probability distribution for such modes as other
variables change. 

It must be noted that unless data-collection
efforts and surveys such as the NHTS continue to be
carried out, the availability of large datasets
required for the use of meta-heuristic algorithms
will be limited, and thus the full potential of such a
method in the field of planning might not be fully
realized. This would be unfortunate, because there
is a promising future for the application of Bayesian
statistics and BBNs. Microsoft is already imple-
menting these methodologies for data-mining func-
tions in their flagship product, SQL. Academics in
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computer science are trying to implement algo-
rithms that will specifically model feedback pro-
cesses, and dynamic BBNs can be used to model
changing relationships over time. For planners and
transportation practitioners, the hope is that this
method will provide us with the ability to gain more
in-depth knowledge for the solution of complex
issues.
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A Closer Look at Public Transportation Mode Share Trends

ABSTRACT

Recent releases of census transportation informa-
tion, American Housing Survey results, the National
Household Travel Survey (NHTS), American Public
Transportation Association ridership statistics, and
Federal Highway Administration vehicle-miles of
travel data provide opportunities for researchers and
policy analysts to glean information on travel behav-
ior trends in the United States. Several data sources,
specifically the NHTS, shed light on changes in tran-
sit use and mode share trends at the national level.
This paper looks at transit mode share trends with
both field count and survey data results. 

The research indicates that unlinked transit trips
declined in the early 1990s followed by ridership
growth through 2001, at which point ridership
began declining again before rising in 2004. It is
clear that transit has grown in terms of total trips,
and its overall mode share has stabilized. As overall
national travel growth has slowed, transit use
appears to be fluctuating between positive and neg-
ative growth in terms of both absolute trips and
transit’s share of overall travel. The research also
identifies the shortcomings and differences of the
various data sources for determining transit use and
mode share trends.
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INTRODUCTION

Mode share and transit ridership trends are relevant
to a number of policy deliberations. Policies and
investments are often designed to increase transit
ridership or mode share, and subsequent measures
of ridership provide feedback on market response.
Arguments are often made linking mode share
trends and public funding for transit. This link
between funding and trends in transit ridership has
been presented in several different forms by both
advocates and critics of various initiatives to fund
public transportation. During the recent reauthori-
zation of the federal surface transportation pro-
gram, transit supporters, for example, used
increases in transit ridership during the later half of
the 1990s as a reason to support increased federal
funding in this area (STPP 2002). Opponents, on
the other hand, used the continued decline in the
mode share of transit from the decennial census as a
reason for reducing federal funding for transit (Cox
and Utt 2002). Perceptions of transit ridership levels
and trends can influence funding levels, research pri-
orities, and investment decisions at all levels of gov-
ernment (Urban Mobility Corp. 2002).

Developing a clear understanding of what is actu-
ally occurring regarding transit use trends is highly
dependent on what is measured and reported. Criti-
cal issues include:

� Is the focus on absolute ridership or transit mode
share?

� Is the unit of measurement unlinked trips, linked
trips, or passenger-miles?

� Is the data source observation (count data) or
respondent-stated (survey data)?

—For survey data, is the definition of use
“actual” or “usual” mode?

—For survey data, how large is the sample and
what biases might exist?

—For count data, how accurate and comprehen-
sive is the measure?

� Are the sampling errors and nonsampling errors
such that confidence can be placed in the
estimates?

Many researchers have studied the trend in tran-
sit ridership and mode share, and others have stud-

ied factors and policies that influence trends in
transit ridership and mode share. Much of the previ-
ous literature and policy debates used a single mea-
surement of ridership. One exception is Pisarski
(2003), who compares and contrasts the recent
trend in transit mode share using information from
the National Transit Database versus information
from the decennial census. The research presented
here goes beyond Pisarski (2003) by providing an
overall look at the recent trend in transit’s modal
share. This paper contributes to the literature and
the policy debates by comparing a variety of data
sources and measurements of transit’s mode share.
In addition to presenting a comprehensive perspec-
tive of transit use trends, the paper comments on
both the quality of the data and the implications of
the trends in the context of ongoing policy delibera-
tions regarding transit funding. 

Releases of new data, including census transpor-
tation information, the American Housing Survey
results, the National Household Travel Survey
(NHTS), and regular updates to American Public
Transportation Association (APTA) ridership statis-
tics and Federal Highway Administration (FHWA)
vehicle-miles of travel (VMT), provide opportuni-
ties for researchers, policy analysts, and others to
glean information regarding travel behavior trends
in the United States. This paper reviews various
sources of data, including both survey data results
and field count data, from which one can develop
estimates of public transportation mode share
trends. The analysis provides a richer understanding
of mode share trends as well as insight into issues
associated with the relationships between the vari-
ous data sources. Most studies of mode share and
transit ridership trends are motivated by a desire to
understand causal factors underlying ridership
(Joint Center for Political Studies 1985; TRB 2001;
Millar 1999; Mason 1998). 

In the era of the Intermodal Surface Transporta-
tion Efficiency Act of 1991, a plethora of studies
targeted strategies for enhancing ridership (Taylor
and McCullough 1998; Kain and Liu 1999; Stanley
1998; Project for Public Spaces 1999; Urbitran
Associates 1999; Taylor and Haas 2002; Norman
2003; Schmidt 2001). All these initiatives benefit
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from a rich understanding of ridership and mode
share trends. 

ALTERNATIVE MEASURES OF TRANSIT 
MODE SHARE

Count-Based Measures

Figure 1 illustrates the reported transit ridership
expressed as annual national total ridership on pub-
lic transit. These trends are drawn from two data
sources: APTA,1 which receives quarterly vehicle
boarding counts from members that are factored
into a national total; and the National Transit Data-
base (NTD),2 which gathers annual sampled counts
of ridership reported to the Federal Transit Admin-
istration by agencies receiving federal funds.  

The numbers reported show meaningful positive
increases in transit ridership of approximately 22%
between 1995 and 2001. The 2002 and 2003 APTA
data show a reversal of the trend as the economy
slowed and related fare and service changes resulted
in declines in ridership in those years. Data for 2004
indicate a recovery in ridership to 2001 and 2002
levels. For 2002, NTD data indicate a very slight
increase in ridership and for 2003 show a decline
similar to that shown by APTA. Both of these
sources report measures of persons boarding transit

vehicles (called unlinked trips). If a person has to
board two or more vehicles to complete a trip to a
destination, this is defined as a linked trip. Both
data sources are subject to errors associated with
farebox data-collection methods and neither con-
tains the full universe of transit operators. However,
they represent the best available aggregate count
data and reasonable sources for understanding
industry trends.

Figure 2 shows the most recent data on overall
travel trends as measured in percentage change in
VMT. The trend shows a declining growth rate over

1 See http://www.apta.com/research/stats/ridershp/#A3.
2 See http://www.ntdprogram.com.

FIGURE 1  Transit Ridership Trends

Sources: See the following websites: http://www.apta.com/research/
stats/ridershp/#A3; http://www.ntdprogram.com/NTD/NTST/2003/
PDFFiles/2003%20National%20Transit%20Summaries%20and%20 
Trends%20(NTST).pdf.
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the past several years. The data, based on FHWA
reporting of VMT through 2004, include total
urban and national VMT. Urban VMT rates of
change go from being higher than national totals,
indicating a growing share of total VMT in urban
areas, to a situation where total VMT outpaced
urban VMT, indicating more rapid growth in non-
urban areas. In both cases, the pace of VMT growth
has clearly slowed.

Figure 3 displays the relative rates of change for
VMT and transit ridership. More rapid rates of
change for transit ridership indicate times when
transit is likely to gain market share (assuming con-

stant length transit trips, because the figure com-
pares transit trips against vehicle-miles for auto).
Based on this indicator, transit was losing market
share between 1990 and 1995, gaining share from
1996 through approximately 2000, and subse-
quently losing share in more recent years. 

Figure 4 indicates changes in person-miles of
travel (PMT) for auto and transit, using an esti-
mated measure of PMT. Transit PMT is estimated
by multiplying trips measured by APTA by an aver-
age transit trip length developed yearly from NTD
data. Auto VMT are converted into PMT by factor-
ing VMT by vehicle occupancy. Vehicle occupancy
uses NHTS data and interpolates between survey
years. This enables the development of a measure of
mode share that compares person-miles for pri-
vately operated vehicles versus public transit. It
accounts for the differences in average trip length by
mode and thus more accurately reflects travel by
each mode. Because unlinked transit trips are signif-
icantly shorter than auto trips, the mode share cal-
culation, based on PMT, is markedly lower than the
level for trip-based count or survey measures. 

Figure 5 indicates a slight increase in PMT-based
transit mode share from 1995 through 2001, with
the trend reversing and showing a decline in share
for transit after 2001. This measure shows the esti-
mated 2003 mode share being at one of the lowest

FIGURE 3  Rates of Change in Transit Ridership and 
Vehicle-Miles of Travel (VMT)

Source: University of South Florida, Center for Urban Transportation 
Research, analysis of FHWA and APTA data.
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historical levels with approximately 1% of total
national PMT being carried by public transit. 

An alternative strategy for reporting PMT-based
mode share is to use urban, noncommercial vehicle
PMT, since this is the more comparable market for
most transit services. Transit is not intended as an
alternative for commercial/freight traffic or for inter-
city travel. Based on the share of VMT that is urban,
approximately 60%, and factoring out commercial
traffic from the measure of VMT, the values for
PMT-based mode share increase by about 75% to
approximately 1.75%. These adjusted comparisons
give a clearer impression of the role that transit plays
in urban personal mobility; however, the PMT-based
indicator is relevant in the context of discussion of
overall transportation investment policy.

Survey-Based Measures of Transit 
Mode Share

The previous section’s derived mode share estima-
tion is only one way to explore transit mode share
trends. Other national survey data also provide
insight into transit mode share. 

Census Journey-to-Work 
Journey-to-work mode share can be calculated from
census data long-form information. These data are
available for prior censuses and contain a large sam-
ple with a high response rate. The census data are
based on a question that asks: “How did you usu-

ally get to work last week?” Guidance is provided
to the respondent relating to multimodal trips
where the dominant mode is to be noted as the pri-
mary mode, and how to handle multiple work trips,
working away from the normal workplace location,
etc. A detailed list of transit modes is defined includ-
ing taxi, ferry, commuter rail, etc. Work at home is a
category of response and is typically included in the
denominator of the mode share calculations. 

For the census, the spring delivery results in the
respondent answering with respect to the narrowly
defined timeframe and hence does not capture sea-
sonal variation. The greatest sensitivity regarding
the application of census data relates to whether or
not the “usual trip” language impacts the interpre-
tation of the results in contrast to other measures. A
perception exists that transit may be an occasional
mode for noncaptive travelers and hence usual
mode measures might underrepresent actual every-
day average use. This is discussed in more detail
below. 

American Community Survey (ACS)

As the planned replacement for the decennial long
form, this annual smaller sample survey is similarly
structured and has been in the pretest application
stages before planned ongoing implementation start-
ing in 2005. The commuting questions in this survey
follow the census long-form language by querying
about the most frequent mode in the reference week.
Respondents are continually surveyed (unlike the
census). Work-at-home respondents are included in
the denominator. The available ACS results from the
sample counties are counties that, with respect to
transit mode share, are more transit-intensive. (The
U.S. Department of Transportation (DOT) has eval-
uated the census long form mode share results for
these same counties in comparison to national aver-
age mode shares to determine why the ACS has
shown a somewhat higher mode share.)

American Housing Survey 

This survey3 is conducted by the Census Bureau for
the Department of Housing and Urban Develop-
ment. It collects data on the nation's housing: apart-
ments, single-family homes, mobile homes, and

FIGURE 5  PMT-Based Transit Mode Share

Source: University of South Florida, Center for Urban Transportation 
Research, calculations based on figure 4.
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vacant housing units; and household characteristics,
income, housing and neighborhood quality, housing
costs, equipment and fuels, size of housing unit,
journey to work, and recent moves. National data
are collected in odd numbered years, and data for
each of 47 selected metropolitan areas are collected
about every 6 years. The national sample covers an
average of 55,000 housing units. Each metropolitan
area sample covers 4,100 or more housing units.
The mode question is identical to that asked in the
census long form, in the ACS, and in the 2001
NHTS person file.

Omnibus Household Survey 
The Omnibus Household Survey,4 conducted by the
Bureau of Transportation Statistics, is a major data-
collection exercise to assess customer satisfaction in
fulfillment of the DOT Performance Plan. The sur-
vey asks supplementary questions every other
month to address five DOT strategic goals: safety,
mobility, economic growth, the human and natural
environment, and national security. It asks general
questions about satisfaction with the transportation
system and public interactions with DOT agencies.
Data for the survey come from telephone interviews
of approximately 1,000 randomly selected house-
holds and are weighted to allow inferences about
the non-institutionalized population aged 18 years
or older currently living in the United States. The
mode question, asked every other month, is stated
as:

  On a typical day in September, to get to work
did you:

01) Walk
02) Drive or ride in a personal vehicle, not in a

company car
03) Drive or ride in a carpool or vanpool
04) Use public transit
05) Drive or ride in a company car
06) Bicycle to work
07) Use a combination of modes
97) Other
Figure 6 shows the trends for these different

national travel surveys. Each survey uses somewhat
different sampling methods, definitions of terms,
and reference time periods. Information about sam-

ple sizes, errors, and the specific questions is readily
available from the respective survey agencies. These
data suggest that over a longer period of time (e.g.,
comparing 1990 and 2000 data), the transit mode
share has declined for census and household survey
data sources. Survey information from the more
recent years paints a somewhat less clear picture. Of
particular interest is the NHTS. This source indi-
cates a mode share of 1.59% of person-trips on
transit. Differences in survey questions, mode classi-
fications, and samples require modifications to the
data to make meaningful comparisons to the prior
years’ data. Adjustments for sample and definition
differences result in a mode share of 1.76%, closer
to the 1.81% the 1995 survey. Thus, this data
source suggests a very slight decline in overall mode
share for transit in the past six years. This is dis-
cussed in more detail below. 

COMPARING NHTS/NPTS TRENDS 

The survey methodology for carrying out the NHTS
is refined with each application in order to provide
the best possible data while still trying to preserve
comparability over time. In comparing the 2001
NHTS with the 1995 Nationwide Personal Trans-
portation survey (NPTS) transit mode share calcula-
tions, there were several subtle differences that
needed to be accounted for to enhance the compara-
bility of the estimates. 

Use of an add-on sample. The 2001 national
sample NHTS numbers produced a transit mode
share of 1.561%. This, however, is not directly com-
parable to the 1995 number for a number of rea-
sons. The 1995 NPTS included the add-on samples
(add-on samples are larger samples above and
beyond the original national sample purchased by
specific geographies to address local needs), which,
while factored to remain representative of national
totals, nonetheless, produced a slightly different
transit mode share. When the 2004 release of the
NHTS database with the add-ons included became
available, the transit mode share was again calcu-
lated and produced a slightly higher 1.591% share.

Adjustment for higher walking trip reporting.
The 2001 NHTS was designed to try to do a better
job of gathering information about walking trips.
This included an additional probing question to spe-4 See http://www.bts.gov/omnibus_surveys/household_survey/.
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cifically solicit information on walk travel. The
result was a significant increase in reported walking
trips presumed to be well beyond actual changes in
the walk mode and a result of the change in survey
design. This increase in total trips about which
information was gathered had the effect of slightly
depressing the transit mode share because the total
trip denominator was now a larger number. To
quantify the impact of this, it was assumed that the
walk trip rate remained the same as in 1995 for pur-
poses of estimating total trips. With this adjusted
measure of total trips, the transit mode share would
have been approximately 0.04% higher. 

Definition of transit. The 2001 NHTS had a
slightly different set of submodes that were classi-
fied as public transit. In 1995, intercity bus and
courtesy bus were included in the calculation of
transit mode share. The 2001 survey disaggregated
the data to allow a closer estimation of what is typi-
cally referred to as public transportation. If the
2001 transit mode definition is adjusted to be most
comparable to the 1995 data, transit mode share in
2001 shows an increase of approximately 0.065%.

Children under age five. The 1995 and prior sur-
veys excluded trips by children under five years of
age. This population segment travels only modest
amounts and disproportionately less by transit. If
the 2001 data are adjusted by removing children
under five to be most comparable to 1995, the
mode share for public transportation increased
approximately 0.029%. 

Collectively, these adjustments produce the mode
share calculation to be used in comparison with the
1995 NPTS findings (summarized in table 1). It is
important to understand that these adjustments are
made only to increase the comparability between
the 1995 and the 2001 survey numbers. In absolute
terms, the 2001 NHTS directly calculated mode
share number appears to be the more accurate
reflection of actual transit share. The particular
interest in exploring this issue in greater detail is to
both allow a more comparable data trend analysis
and specifically to explore the relative change in
mode share between 1995 and 2001, as indicated in
NHTS/NPTS data, versus the changes perceived and

FIGURE 6  Transit Mode Share Trends—Survey Data
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calculated by looking at field data on ridership
changes and calculated mode shares. This will be
discussed in more detail later.

Table 2 presents a variety of different survey-
based measures of transit mode share. These are for
various points in time, various survey methods, and
various trip purposes. Caution should be used when
comparing these data items; however, the collective
message can provide guidance to analysts regarding
mode share trends. 

Table 3 shows the transit share from the Omni-
bus Household Survey. These numbers should be
used with caution for two reasons. The sample is
small for measuring transit share, and the transit
category may exclude transit used as part of a trip
on a combination of modes. Thus, while these data
may be interesting, we did not include them in fig-
ure 6 nor do we comment on them in detail. 

NHTS “USUAL” VS. “ACTUAL” 
WORK TRIP MODE

One of the challenges in comparing mode shares
measured across data sources is understanding the
comparability of questions that inquire as to usual
mode from those that seek information about a spe-
cific trip (actual mode). NHTS is unique in that both
questions are asked of respondents, thus providing
an opportunity to reflect on the differences. As indi-
cated in table 2, NHTS data on actual work trip
mode share is noticeably different, with actual mode
share on transit being more than 1% lower than the
usual mode measures. This indicates that individuals
who indicate a usual mode of transit are less likely to
use transit as an actual mode on a given day. 

Usual mode questions typically refer to the condi-
tions for the prior week. Thus, the respondent is

TABLE 1  Summary of NHTS 2001 Mode Share Adjustments

Percent

2001 NHTS transit mode share for all trips   1.561

Adjustment for add-on sample changes 0.030

Adjustment for walking share change 0.040

Adjustment for transit definition 0.065

Adjustment for inclusion of children under 5 0.029

Adjustment for using non-add-on 2001 to compare with add-on 1995 data 0.030

Adjusted 2001 NHTS public transit mode share (total) 1.755

TABLE 2  Comparisons of Various Survey Estimates of Public Transportation Mode Share

Year

Census 
journey-to- 
work, usual 

mode

American 
Community 

Survey, work 
trips, usual mode

American 
Housing Survey, 
work trips, usual 

mode

NHTS work 
trips, survey 
day, actual 

mode

NHTS 
work trips, 

usual 
mode

NPTS/ 
NHTS all 

trips

NHTS 
2001 all 

trips, 
adjusted

1969 3.40

1970 8.90

1977 2.70

1980 6.40

1983 2.70

1990 5.30 4.60 2.20

1995 3.56 5.11 1.81

1997 4.58

1999 4.90

2000 4.70 5.07

2001 5.10 4.72 3.67 5.05 1.56 1.76

2002 5.00
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answering in the context of a specific period of time
that may have included multiple work trips and
multiple modes. Presumably, someone who travels
on a given mode more than half the time would
indicate that as the usual mode. It is not uncom-
mon, for example, for a transit traveler to commute
by transit four days per week and then take an auto
on Fridays to facilitate an evening event or early
work departure. Similarly, a regular auto traveler
may choose to use transit on a given day due to auto
unavailability or other factors. The usual mode
range of categories also includes a “work at home”
choice; thus, this deflates the shares for the other
categories slightly as this category is now included
in the denominator in the share calculation. For
actual mode questions, work at home is not a
choice; thus the shares for all other options are pro-
portionally slightly larger.

Table 4 presents an analysis of the usual and
actual travel mode for work trips from the 1995
and 2001 surveys. This table confirms an interesting
phenomenon. Auto usual mode travelers are far
more likely to be strongly loyal to the auto mode,
with very modest use of transit for their actual trips
(0.1% transit use for actual trips in 2001), whereas
usual transit mode travelers used auto modes for
18.4% of their actual trips in 2001. These data con-
firm the behavior that is required to produce the dif-
ferences between the usual and actual mode shares
observed in NHTS data. To further verify this phe-
nomenon, we analyzed 1995 data, also presented in
table 4.

One can apply some algebraic calculations to
derive the required mode loyalty for auto and tran-
sit travelers for the reported differences in usual and
actual mode relationships to be valid. For these con-
ditions to be true required less than 4% of usual
mode auto travelers to use transit on a given trip. As
the actual transit use by usual auto travelers declines
there is an opportunity for greater auto use by tran-
sit travelers. An equation can be defined to describe
the conditions that would be required to produce
any given combination of transit usual mode and
actual mode shares.  

TABLE 3  Omnibus Household Survey 
Transit Use Results

Survey month Transit share (%) Sample size

February 2003 3.69 16

April 2003 1.89 10

June 2003 3.52 20

August 2003 3.36 21

October 2003 3.21 15

TABLE 4  Work Travel Usual vs. Actual Mode Choice Percentages

Usual mode Actual mode on travel day

Year Mode Share
Drive 
alone Carpool Transit Walk Bike

Other 
nonreport

1995 Private vehicle 92.2 81.8 15.3 0.3 0.5 0.1 2.0

Transit 4.7 11.5 10.8 65.6 7.4 0.2 4.5

Walk 2.6 13.5 9.0 3.2 50.8 0.3 23.3

Bike 0.5 9.4 11.9 0.3 4.9 68.7 4.9

Share 100.0 75.6 14.8 3.6 2.4 0.5 3.1

2001 Drive alone 83.2 89.8 9.4 0.1 0.4 0.1 0.2

Carpool 9.1 21.7 75.7 1.0 1.3 0.1 0.2

Transit 5.0 8.4 10.0 69.3 8.5 0.4 3.3

Walk 2.3 10.3 9.0 2.7 77.3 0.2 0.5

Bike 0.4 8.1 10.1 1.4 7.7 72.7 0.1

Share 100.0 77.4 15.4 3.7 2.7 0.4 0.4

Concept source: Analysis by University of South Florida, Center for Urban Transportation Research, based on 
N. McGuckin, Work, Automobility, and Commuting (Chapter 4), Travel Patterns of People of Color, Final 
Report, prepared by Battelle (Washington, DC: U.S. Department of Transportation, Federal Highway 
Administration, June 30, 2000).  Data based on January 2004 release of NHTS data.
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These data, while logical when analyzed, are con-
trary to some perceptions of the impacts of reliance
on the usual mode question in many travel surveys.
The usual mode question has troubled some policy
analysts because of the lack of certainty it creates in
the data, and because there is the expectation that
over time the loyalty to any given mode is lessened
as more choices are available. It is more common—
due to higher auto ownership/availability, more
working spouses and flexible work arrangements,
more prevalent alternatives to driving (work at
home, transit, car/vanpool)—to presume that travel
arrangements may be becoming more diverse with
individuals choosing different modes in response to
specific activity plans for the day. Thus, there have
been some concerns that the usual mode measure
might be underestimating transit use as well as use
of other modes like walk, bike, and shared ride.
However, for transit, the data do not bear out this
perception. In fact, the usual mode question strategy
appears to overstate the actual share of workers
commuting on transit in any given day. 

As the data in table 4 suggest, actual travel day
behavior can vary significantly from usual mode. In
general, for individuals whose usual mode is transit,
less than 70% of them used transit on the actual day.
Usual transit users frequently share a ride, walk, or
use a single-occupant auto. The 2001 survey sug-
gests that usual transit users were slightly more loyal
to transit on the actual day than was the case in
1995. In the case of auto, the data suggest that of
those with auto travel as a usual mode, over 97 per-
cent used auto on the specific travel day. 

These shares are consistent with those that would
make the reported usual mode and actual mode
transit shares mathematically correct. Usual mode
auto travelers seldom use transit for their actual
trip, with travel on transit being only a fraction of
1% of actual trips. Usual transit travelers have the
least loyalty to their mode of all the usual categories,
whereas drive alone auto usual mode individuals
have the greatest mode loyalty. 

Between 1995 and 2001, the differences between
usual mode and actual mode grew significantly indi-
cating that non-usual transit users were less likely to
use transit. This increased loyalty to all modes per-
haps runs counter to perceptions of a commuting

force that is using a range of travel options. A host of
factors, including the share of households with more
than one vehicle and the tight time constraints for
workers in the strong economy period leading up to
2001, might be supporting the trend to greater mode
loyalty. It is important to remember that a significant
share of the auto commuters do not have walk or
shared ride options available to them and may not
have transit access at one or both ends of their work
trip, thus they use autos 100% of the time. 

It is difficult to draw many conclusions from
these data on the degree of captivity of transit trav-
elers or the degree of options open to auto travelers.
However, it does make both mathematical and logi-
cal sense when reviewed in the context of the
observed travel behavior of the public. While occa-
sional use of transit may be growing for work travel
as the work force grows, there is no evidence that
the share of occasional transit use by usual auto
travelers is growing. This analysis is restricted to
work travel and should not be generalized to other
trip purposes. 

TRANSIT MODE SHARE AND 
DATA QUALITY

One of our objectives in compiling various measures
of transit use was to take into account that individ-
ual measures of transit use or mode share are each
subject to various limitations associated with the
way they are collected. As noted, each source has
limitations including sample sizes and response rates
as well as the inherent sensitivity to response bias
that is of particular concern to transit researchers.

Transit, by its very nature, suffers from response
bias in many travel surveys. Transit travelers are
more inclined to have language or literacy prob-
lems, be reluctant to disclose sensitive information,
be less likely to have telephones available for phone
surveys, or otherwise be at risk of being underrepre-
sented in survey data-collection efforts. Nonethe-
less, within each data source the quality of the data
appears to be improving over time and longitudinal
comparisons provide insight into overall aggregate
national trends. While one would appropriately use
greater caution when working with smaller subsets
of these databases, the application of ridership and
mode share trend data for national transit policy is
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supported by the collective set of available data.
There is no evidence or speculation that response
bias has changed over time; thus, no basis exists for
discounting the value of the longitudinal survey
data as an indicator of trends. 

Within the transit community there are a number
of initiatives that are likely to improve the data on
ridership levels over time. APTA and the Federal
Transit Administration are collaborating to produce
a single national estimate of annual transit ridership
that will reduce the confusion of having multiple
national count measures. NTD data are continuing
to improve with more agencies using farebox count
data rather than sampling as the basis for ridership
estimates, and swipe or scan passes improve the
count information. The emerging implementation
of Automated Passenger Counters offers the pros-
pect of more reliable ridership and trip length
counts. The initiative to implement monthly NTD
data collection also offers the prospect of greater
quality control for NTD data.

Survey design and sampling methods continue to
improve; however, resource constraints and the
intractability of literacy, language, and disclosure
fears impeding response rates will continue to chal-
lenge survey methods to provide highly confident
measures of transit use, particularly for sensitive
subgroups. Larger samples offer the greatest chance
of improving confidence in survey data, particularly
for geographic or other more narrowly defined mar-
ket segments. Careful sample design and more
aggressive nonresponse followup can increase the
response rates and minimize bias. 

Various initiatives underway such as the Ameri-
can Community Survey, which is planned to provide
year-round samples and more experienced profes-
sional data-gathering staff, may improve data qual-
ity for work trip commute questions. Beyond data-
gathering initiatives already discussed, there is cer-
tainly room for a richer understanding of how tran-
sit is used as a component of a multimodal trip and
in developing a better understanding of the relation-
ship between linked and unlinked trips at the
national level. 

A greater understanding of the alternative mode
for transit trips would provide more insight into the
transportation impacts of transit trips. However,

simply understanding the data differences in exist-
ing data sources and presenting the variations is an
important first step in using transit mode share data
for various policy deliberations. At the national
level, the collective body of existing data provides a
sound basis for having stronger insight into mode
share trends. While the data are not perfect, their
shortcomings should not dissuade its use for policy
deliberations nor discredit the messages that can be
gleaned from a multiple source review of mode
share trends. 

INTERPRETATION OF THE MODE SHARE 
TREND DATA

The following observations can be discerned from
the body of data on transit use and mode share: 

� The evidence on transit use trends across sources
is consistent with declines in unlinked trips in the
early 1990s followed by strong ridership growth
through 2001, at which point ridership began
declining. 

� No body of data exists on the industrywide
changes in the relationship between linked and
unlinked transit trip making (the ratio of
unlinked to linked trips). However, the evolution
of more transfer-friendly fare media—such as all
day passes and the expansion of rail systems that
can produce higher total boardings (as some one
seat bus trips now become a feeder bus and rail
trip)—may be increasing the ratio of unlinked to
linked trips. For example, fare structure changes
in New York City, where an all day pass was
instituted, contributed to the growth in ridership
because individuals no longer had to pay for
boarding each subsequent vehicle for multiple
vehicle trips. However, the trend in public transit
PMT is clear and tracks with the trend in trips, as
the average trip length has remained relatively
constant according to NTD measures. 

� All the data sources appear to confirm the decline
in mode share for both work and nonwork trips
through 1995. 

� All the survey data sources appear to confirm the
stable to slight upward trend in work trip mode
share from 1995 to 2001 (unfortunately count
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data do not provide trip distribution information
to confirm these trends). The census data in 1990
and 2000 bridged the trough in transit mode
share and do not reflect the turn in trend in the
mid-1990s.

The most challenging discontinuity among the
various data items is that the NHTS overall mode
share trend from 1995 to 2001 does not appear to
support the calculations of the ridership count data
sources. The PMT-based measures of mode share
showed an increase in the share of trips on transit
between 1995 and 2001. Had that been confirmed
by the NHTS, the NHTS mode share number
would have been approximately 1.95% rather than
1.76%. It is not possible at this point to explain the
differences in share. All the data sources, including
the count data, are subject to a variety of uncertain-
ties. For example, the significant differences
between NTD and APTA data for a given property
and for the country as a whole are uncomfortably
large (Chu 2004). 

Count data are likely to become more reliable
and higher due to electronic fareboxes and auto-
mated ticket vending and, thus, part of the recent
trends in ridership growth may not be actual
increases in transit use. Others have speculated that
the shift to pass-based fare systems has resulted in
unlinked trip numbers increasing faster than linked
trips or passenger-mile numbers. Each measure of
transit use has a slightly different definition and trip
linking and trip length are not robustly determined.
Among the possible explanations for the NPTS/
NHTS trend from 1995 to 2001, which is inconsis-
tent with industry data, are that the 1995 NPTS
overstated transit use or that the NHTS survey
method resulted in a noticeable undercount of tran-
sit ridership.5 In spite of this inability to completely
rationalize the various data sources, some clear con-
clusions can be drawn: 

� Regardless of various refinements that may be
identified over time, it is clear that transit has
grown in total trip terms and has stabilized its
overall mode share or perhaps changed modestly

through 2001. The work trip share appears to
have grown slightly in the late 1990s, but the
duration of the growing mode share may have
been quite limited. Also, national aggregate rider-
ship count data do not include trip purpose data
nor do they enable measurement of linked trips,
thus complicating interpretation.

� It is equally clear that transit will need to reverse
course from the most recent trends and continue
to post meaningful year-over-year ridership gains
if it is to play a larger role in meeting overall
urban travel needs. While there is a heightened
sensitivity to transit mode share as it fluctuates
between growth and decline, the pace of change
has moderated from the long-term historic trend
of significant declines. It is also evident that the
absolute level of transit use at the national aggre-
gate level is modest in terms of trips and espe-
cially modest in terms of PMT. 

� Nationally, transit mode share is not changing
rapidly. One should also note, however, that the
particular context in each community may devi-
ate substantially from this national trend. The
national mode share for transit does not provide
a full picture of the contribution of transit to
peak-period peak-direction travel in critical corri-
dors in many of the larger urban areas in the
United States, nor does it reflect the importance
of transit to those who are dependent on or
choose to use public transit services. Nonetheless,
the overall role of transit as seen from the various
measures of mode share is a relevant consider-
ation in public policy and investment program-
ming decisions. 

� This paper does not speak to other trends that
are occurring within the population of transit
users. There is an acknowledged shift toward a
greater share of transit being on the rail mode,
there are more long trips as express and rail ser-
vices penetrate ever more distant suburbs, and
there is a growing trend for transit service to
access major attractors such as airports, sports
stadiums, and major retail complexes. Aggregate
measures of ridership and mode share do not

5 Additional perspective on this issue may be gained by read-
ing “Counting Transit so that Transit Counts” (TransManage-
ment 2004).
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fully capture the nature of the mobility role that
transit plays in various urban areas. 

While there are opportunities for improvements
in measuring transit use and mode share, and these
improvements may be important to individual
agency service design and planning activities, the
strategy of synthesizing multiple measures of mode
share provides a knowledge base that is useful in
informing national-level policy deliberations and in
identifying data needs and differences. 
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Built Environment and Nonmotorized Travel: Evidence from 

Baltimore City Using the NHTS

ABSTRACT

The relationship between land use and travel behav-
ior is a topic of debate among researchers and
practitioners seeking to find land-use planning inter-
ventions to manage travel demand. This paper pre-
sents an empirical analysis of the effects of several
land-use, urban form, and neighborhood-level design
attributes, as well as traveler attitudes/perceptions of
the urban system, on the frequency of walking, and
the share of walking trips relative to total trips. Using
the 2001 National Household Travel Survey add-on
for the Baltimore metropolitan region, the paper esti-
mates Poisson regression models at the person-level
for the number of walking trips and a linear regres-
sion model for the share of walking trips made dur-
ing a single travel day. The results suggest that
neighborhoods with higher densities, more diverse
land-use mixes, better street connectivity, and better
access to bus transit lines are associated with persons
who walk more frequently and make more walking
trips with respect to trips made by other modes.
Among the built environment variables, street net-
work connectivity had the largest elasticity with
respect to frequency of walking. Potential limitations
of the analytical approach, as well as the degree of
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generalization of the results and their policy implica-
tions, are discussed.

INTRODUCTION

In the last decade, transportation trends for Ameri-
can cities have been generally characterized by
increasing automobile ownership and use. These
trends, on the one hand, have originated or aggra-
vated existing transportation problems in urban
areas, such as traffic congestion, air quality, energy
consumption, livability, and public health. On the
other hand, these trends have also motivated plan-
ning policy initiatives aimed at reducing some of
these negative impacts by managing the demand for
travel. Among the set of transportation demand
management policy measures recently proposed,
one of the most controversial relies on the connec-
tion between transportation and land use. 

Planning practitioners and researchers who advo-
cate for neotraditional and transit-oriented develop-
ment rely on a hypothesized relationship between
land use and travel activity behavior. Recent initia-
tives along this line of thinking consider land-use
policies as a means to ease congestion, improve air
quality, curb automobile demand, and contribute to
improved quality of life by making urban areas
more livable. Although these benefits may be
expected if the urban built environment becomes
more accessible, success of these policies hinges on
understanding and anticipating travelers’ responses. 

Over the last decade, a substantial body of
research has been accumulated that focuses on
empirically testing the effect of several measures of
urban form and neighborhood-level design charac-
teristics on travel demand. The widely dissimilar
approaches to measuring urban form attributes, the
use of different levels of aggregation for both land-
use and travel data, and the focus on different trans-
portation-related outcomes have resulted in mixed,
and sometimes, insignificant evidence. The empiri-
cal analysis conducted in this paper contributes to
the general understanding of the relationship
between land use and travel behavior by testing the
effects of several land-use and urban form charac-
teristics, as well as traveler attitudes/perceptions of
the urban system, on two travel-related outcomes
measured at the individual level—frequency of

walking trips and share of walking trips with
respect to total all-mode trips. 

CONCEPTUAL FRAMEWORK

From a theoretical perspective, it is unclear what the
net effect on the intensity of travel should be if
urban areas are made more accessible. For example,
improvements in the transportation system are
expected to decrease travel times and thus lower the
cost of travel. If the cost of travel goes down, con-
sumption of travel can be expected to go up. Some
studies use this rationale to argue that in urban envi-
ronments where destinations are close by or more
accessible, the cost per trips will be lower and higher
trip generation rates or vehicle-miles travel can be
expected (Crane 1996). 

This is just a theoretical expectation, however,
because the actual effect will depend on the elastici-
ties of the demand with respect to price and the
availability and feasibility of alternative modes.
Indeed, depending on contextual attributes of the
urban and transportation systems, the cost of travel
may not be lower. The rationale for this argument is
that the cost of a trip is a function of time, which in
turn is a function of distance and speed and other
travel-related attributes, such as out-of-pocket
expenses, safety, and comfort. In a compact, clus-
tered, and mixed-use development, we might expect
that origins and destinations would be closer to
each other, but the effect on speeds will depend on
other factors. Therefore, the total impact on travel
times and travel costs will depend on whether or not
speed impacts overcome distance effects. 

Additionally, the net effect on travel consumption
(i.e., making more or fewer trips) might not only
depend on the elasticity of the demand, but also on
the degree of mode substitution and regional acces-
sibility aspects. This net effect could be also moder-
ated by particular travel activity attributes, such as
trip purpose or mode of travel, as well as individual
and household sociodemographic characteristics. In
general, if there are cases where differences in travel-
related outcomes can be attributed to differences in
the built environment, they might also depend on
the elasticity of the demand for travel with respect
to person- and trip-related attributes. 

The conceptual structure developed in this paper
focuses on the empirical examination of observed
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travel outcomes, in a single point of the time (i.e.,
cross-sectional design), for households located in
neighborhoods with different built environment
attributes. Although the analytical framework
allows for statistical association of these effects, it
also has some limitations for inference about causal-
ity and net substitution effects. On the one hand,
self-selected travelers (i.e., those who decided to
locate in dense, mixed-use, and accessible neighbor-
hoods as a result of their desire to live in these urban
environments in order to walk more frequently)
might confound the ability to make causality infer-
ences. On the other hand, statistical associations
between observed travel outcomes and households’
built environment characteristics do not allow for
formal inference about net travel substitution effects
(e.g., more walking trips are substituting for car
trips). These two aspects are crucial for understand-
ing the implications of any land-use policy aiming to
leverage the demand for auto travel and promoting
more competitive and sustainable modes of travel.

These critical issues could be addressed with a
more comprehensive study design, particularly with
longitudinal or panel data structures, which could
contain more detailed data (e.g., the travel decision-
making process on consecutive days of travel,
including short-term travel activity behavior, and
long-term decisions, such as auto ownership and
residential location choices). Based on the cross-
sectional data available for this paper, the analytical
framework estimates measures of statistical associa-
tion between walking trip generation rates and
households’ built environment attributes, including
land-use, urban form, and other neighborhood-level
design characteristics. In addition to trip generation
rates, statistical associations are also estimated for
the share of walking trips with respect to all trips. If
more accessible neighborhoods are associated with
households where travelers walk more frequently,
the set of associations based on modal share can
provide additional insights about the possible trip
substitution effects. 

Finally, this paper advances the limited knowl-
edge of built environment effects on nonmotorized
and nonwork travel. Likewise, instead of using only
a handful of built environment attributes, this study
captures the association effects of a full complement
of land-use and urban form measures, including dis-

aggregate measures and composite indexes. In addi-
tion to objective or direct measures of the built
environment attributes, the analytical framework
also captures the association effects of attitudes and
perceptions of travelers with respect to the urban
system. Recent studies of the relationship between
land use and travel behavior (Targa and Clifton
2004) have recognized that travel-related choices
are expected to not depend exclusively on objective
measures of the transportation system or the land-
use characteristics but also on the perceived subjec-
tive attributes of the system.

LITERATURE REVIEW

Over the last decade, researchers have focused on
empirically testing the effect of several measures of
land-use, urban form, and neighborhood-level char-
acteristics on travel behavior or travel-related out-
comes (Badoe and Miller (2000) and Ewing and
Cervero (2001) provide a detailed review of these
studies). Overall, results from the most disaggre-
gated and carefully controlled studies suggest that
effects on trip generation rates depend mainly on
household socioeconomic characteristics and that
travel demand is inelastic with respect to accessibil-
ity (Ewing and Cervero 2001). Likewise, one com-
mon finding that comes from these studies is that
the built environment has a greater impact on trip
lengths than on trip frequencies. Nonetheless, some
studies have also shown that urban environments
with higher densities, a mix of land uses, and grid-
style street configurations are associated with higher
frequencies of walking/biking and other nonwork-
based trips (Handy 1993, 1995, 1996; Friedman et
al. 1994; Cervero and Gorham 1995; Kulkarni et al.
1995; and Cervero and Radisch 1996). Studies
focusing on mode choice have found that this deci-
sion depends as much on built environment
attributes as on socioeconomic characteristics. The
association effects of built environment attributes
with other travel-related outcomes, such as vehicle-
miles traveled, have been documented as small but
statistically significant. 

Within the existing empirical studies, questions
remain about the degree of trip substitution effects
among different modes of travel and issues of self-
selectivity (e.g., people who prefer walking/biking
choose to live in built environments that facilitate
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that behavior as opposed to the urban form influenc-
ing their behaviors). Few studies have provided for-
mal evidence of the underlying direction of causality,
and among these studies, the results are mixed.
Using cross-sectional data and controlling for prefer-
ences and attitudes, some studies have found that
observed associations between travel behavior and
neighborhood characteristics are largely explained
by the self-selection of residents with certain atti-
tudes (Bagley and Mokhtarian 2002), while others
have not found such an impact after accounting for
attitudes (Schwanen and Mokhtarian 2005). A
recent study found that characteristics of the built
environment influence walking behavior after
accounting for a preference for walking-friendly
neighborhoods (Cao et al. In press).

DATA DESCRIPTION

The primary data source for this study is the 2001
National Household Travel Survey (NHTS), in par-
ticular, the additional 3,446 households surveyed
from June 2001 through July 2002 in the Baltimore
metropolitan region. Households were randomly
selected for participation in the Baltimore add-on
sample. The survey was gathered through com-
puter-assisted telephone interviews. In order to be
consistent with the national data, the 2001 NHTS
add-on survey was conducted following basically
the same definitions and procedures of the 2001
NHTS national sample. 

Land-use and urban form/design attributes used
in the empirical examination were computed from
several archived sources, such as census and county
TIGER-enhanced files for the year 2000. Household
locations were geocoded based on the respondent-
provided closer location place of residence. Using
geographic information systems (GIS), land-use,
urban form, and other neighborhood-level design
characteristics were assigned to each household
record based on its geographic location. Most of
these measures were operationalized consistently
with previous efforts focusing on the characteriza-
tion of built environment attributes (Galster et al.
2001; Song and Knaap In press). GIS and the
increasing availability of land-use and transportation
data in electronic format aided in the production of
these secondary data. Census 2000 sociodemo-

graphic information was also obtained for the area
of study. The geographic area of analysis consisted of
the city of Baltimore, including 1,539 surveyed
households (figure 1) or 2,934 persons with reported
travel-day data.

Among the 2,934 travelers, 2,061 (70.25%) did
not make any walking trips during the reported
travel day, and 580 travelers (19.77%) reported
one or two walking trips. Figure 2 depicts the spa-
tial distribution of the frequency of walking trips
on the reported day of travel. Analyzing the trip
purpose variable from the trip-level data (not
shown here), we confirmed that the majority of
these walking trips (91.5%) were generated from
nonwork-related activities (38.48% were home-
related). In terms of modal share, walking trips
accounted for 100% of the total trips on the
reported day of travel for 10.87% of the surveyed
travelers, while the average modal share for walk-
ing trips was 19.24%. 

In addition, to control for traditional socioeco-
nomic and demographic characteristics and trip-
related attributes, the analytical framework devel-
oped in this paper uses attitudinal and perceptual
data as proxies for sociopsychological factors influ-
encing travel activity behavior. Perceptual data
include attitudes toward traffic accidents, highway
congestion, the presence of drunk drivers on the
road, lack of sidewalks and walkways, and the price
of gasoline. The existence of a medical condition
that impedes the mobility of the respondent is also
expected to influence travel behavior by limiting
driving, the use of transit, or reducing the amount of
travel made.   

The set of explanatory variables of interest con-
sists of urban form, neighborhood design, and land-
use attributes associated with the geographic loca-
tion of each traveler’s household. Although several
variables were constructed using GIS-based data,
household unit density at the census block-level,
street connectivity (measured as the perimeter of the
census block), the diversity of land-use mix at the
census block group-level (measured as an 0 to 1
index indicating the degree of land-use mixing), and
distance to the nearest bus transit stop were the vari-
ables finally selected. The selection of explanatory
variables was based on statistical (e.g., the most
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FIGURE 1  Surveyed Households in the 2001 NHTS Baltimore Add-On Sample
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FIGURE 2  Frequency of Walking Trips on the Reported Day of Travel
2001 NHTS Baltimore Add-On, City of Baltimore
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parsimonious model specification) and study-specific
considerations (e.g., different levels of spatial aggre-
gations will impact the effects of some land-use or
urban form attributes). Neighborhood sociodemo-
graphic characteristics were also obtained at the cen-
sus block-level for 2000. 

The possibility exists that some land-use vari-
ables could be correlated with household variables,
or that some built environment attributes may be
correlated with specific socioeconomic variables.
However, a correlation analysis (not shown here)
confirmed that all pair correlations were low, except
for density and street connectivity (p = 0.51), which
were part of the same set of built environment
attributes. Table 1 presents summary statistics for
the set of dependent and explanatory variables for
the area of analysis (i.e., Baltimore City).

Conceptually, we expected that neighborhoods
with higher densities, fine land-use mixes, better
street connectivity, and generally better access to
transit would be associated with persons making
more walking trips and with a higher walking modal
share. Because shopping trips and other nonwork-
based trips tend to be more elastic with respect to
accessibility and are more likely to be done by non-
motorized modes than work trips, we expected dif-
ferences in urban form and design attributes to be
more influential for these trips. 

METHODOLOGY

Walking trip generation rates and modal share pro-
portions were calculated at the person-level for all
household members with reported travel-day data
(a 24-hour period). Given the count-type nature of
the data for the number of walking trips, the meth-
odological approach consisted, initially, of specify-
ing and estimating a Poisson regression model. In a
Poisson model specification, a random variable
indicates the number of events (i.e., walking trips)
during an interval of time (i.e., reported travel day).
In the regression model, the number of events y has
a Poisson distribution with a conditional mean that
depends on household or travelers’ characteristics,
trip characteristics, and land-use/urban form
attributes according to the following structural
model:

where xi is a row vector with observations of the
explanatory variables for each person, and  is a
column vector of estimated coefficients associated
with each explanatory variable. This structural
model is estimated by means of maximum likelihood
(ML) estimation techniques. Asymptotic tests of the
coefficient estimates and calculation of marginal
effects are used to evaluate the statistical significance
and relative magnitude of the effects of land-use/
urban form measures on frequency of walking. 

McFadden’s likelihood ratio index (McFadden
1973) and adjusted McFadden’s R2 for the number
of parameters (Ben-Akiva and Lerman 1985) are
used as scalar measures of fit for the Poisson mod-
els. These measures are the most popular approxi-
mations to the coefficient of determination R2 in
linear regression models. In particular, the log-likeli-
hood of the model without regressors is thought of
as the total sum of squares, while the log-likelihood
of the model with regressors is thought of as the
residual sum of squares.

The second step in the methodological approach
consisted of specifying and estimating a linear
regression model by means of the ordinary least
squares (OLS) for the walking modal share variable.
This regression model uses the same set of explana-
tory variables specified in the Poisson models and
follows the structural model below:

MODEL ESTIMATION 

This section presents the estimation results for the
models discussed in the preceding section. The coef-
ficients of the explanatory variables included in the
Poisson model specification are estimated by means
of ML and represent the relative effect of the associ-
ated variable on the frequency of walking. Coeffi-
cients are estimated without expansion factors or
analysis weights commonly used to avoid bias in the
statistical analysis. Particular attention is devoted to
the estimates of the built environment attributes, the
primary interest of this paper. 

μi E yi xi( ) xi β( )x βexp= =

ββ

yi c xi β uiβ+ +=
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TABLE 1  Data Description and Summary Statistics

Variable name Variable label/response category description
Valid 

N Mean
Std. 
Dev. Min. Max.

Dependent variables
Walking trips Number of walking trips on the surveyed day 2,934 0.80 1.48 0 12
Share walking % of walking trips with respect to all trips made on the 

survey day
2,934 0.19 0.34 0 1

Household (HH) characteristics
Vehicles in HH Number of vehicles in household per household member 2,934 0.53 0.47 0 4.5
Bikes in HH Number of full-size bicycles per household member 2,932 0.25 0.41 0 4

Type HU Type of housing unit (HU)
     Detached Detached single house 2,931 0.13 0.34 0 1
     Duplex-triplex Duplex, triplex 2,931 0.02 0.15 0 1

     Row/townhouse Row house, townhouse 2,931 0.62 0.49 0 1
     Apart/condo Apartment, condominium 2,931 0.22 0.41 0 1
     Dorm Dorm room, fraternity or sorority house 2,931 0.00 0.03 0 1

     Semi Semi-attached/semi-detached house 2,931 0.00 0.04 0 1
     Boat Boat 2,931 0.00 0.05 0 1
Owned Housing unit (= 1 owned, = 0 rented) 2,925 0.62 0.49 0 1

Income HH Household income (= 1 $30K or less, = 0 $30K and more) 2,934 0.27 0.45 0 1

Individual characteristics
Age Age (years) 2,891 41.26 22.61 0 96
Female Gender (= 1 female, = 0 male) 2,934 0.57 0.50 0 1

Driver Driver status (= 1 driver, = 0 nondriver) 2,933 0.58 0.49 0 1
Status Working/school status last week
     Working Working 2,933 0.44 0.50 0 1

     Absent Temporarily absent from a job or business 2,933 0.03 0.16 0 1
     Looking Looking for work 2,933 0.02 0.14 0 1
     Homemaker A homemaker 2,933 0.04 0.21 0 1

     Student Going to school 2,933 0.05 0.22 0 1
     Retired Retired 2,933 0.21 0.40 0 1
     Other Doing something else 2,933 0.06 0.24 0 1

Full-time Work status (= 1 full time, = 0 part time) 2,934 0.41 0.49 0 1
Occupation Occupation category
     Sales/service Sales or service 2,934 0.13 0.34 0 1

     Clerical/admin Clerical or administrative support 2,934 0.07 0.25 0 1
     Manuf/const/maint Manufacturing, construction, maintenance 2,934 0.05 0.22 0 1
     Prof/manag/tech Professional, managerial, or technical 2,934 0.24 0.42 0 1

     Transport Transportation/machine operator 2,934 0.00 0.05 0 1
     Military Military 2,934 0.00 0.03 0 1
     Other Police/firefighter/corrections officer 2,934 0.00 0.03 0 1

Licensed Drive licensed vehicle as part of work (= 1 yes, = 0 no) 2,934 0.07 0.25 0 1
Distance-to-work One-way distance to work (miles) 2,905 4.45 10.59 0 200
Walk-exercising Number of outside (exercising) walk trips in past week 2,919 0.24 0.66 0 7

Bike-exercising Number of outside (exercising) bike trips in past week 2,928 0.00 0.08 0 3
Med condition Medical condition makes travel out of home difficult 

(= 1 yes, = 0 no)
2,930 0.12 0.33 0 1

Graduate Highest grade of school completed (= 1 graduate, = 0 other) 2,923 0.15 0.36 0 1

(continues on next page)
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The Poisson model was estimated for three differ-
ent specifications (table 2). Model 1 includes only
traditional household and person socioeconomic
characteristics. Model 2 includes all variables used
in model 1, along with attitudinal and perceptual

data of the urban and transportation system. Model
3 includes all variables used in model 2, as well as
all the built environment attributes and the neigh-
borhood sociodemographic characteristics. The
OLS model (model 4) for walking modal share is

Variable name Variable label/response category description
Valid 

N Mean
Std. 
Dev. Min. Max.

Attitudes/perceptions 
Traffic accidents (TA) Worry about traffic accident
     TA-No 1—Not a problem 2,922 0.05 0.21 0 1
     TA-Little 2—A little problem 2,922 0.03 0.17 0 1

     TA-Somewhat 3—Somewhat of a problem 2,922 0.03 0.17 0 1
     TA-Very 4—Very much of a problem 2,922 0.01 0.10 0 1
     TA-Severe 5—A severe problem 2,922 0.02 0.14 0 1

Highway congestion Worry about highway congestion (HC)
     HC-No 1—Not a problem 2,860 0.16 0.36 0 1
     HC-Little 2—A little problem 2,860 0.09 0.29 0 1

     HC-Somewhat 3—Somewhat of a problem 2,860 0.13 0.33 0 1
     HC-Very 4—Very much of a problem 2,860 0.08 0.28 0 1
     HC-Severe 5—A severe problem 2,860 0.10 0.30 0 1

Drunk drivers (DD) Worry about drunk drivers
     DD-No 1—Not a problem 2,913 0.05 0.21 0 1
     DD-Little 2—A little problem 2,913 0.02 0.14 0 1

     DD-Somewhat 3—Somewhat of a problem 2,913 0.01 0.12 0 1
     DD-Very 4—Very much of a problem 2,913 0.01 0.12 0 1
     DD-Severe 5—A severe problem 2,913 0.04 0.21 0 1

Price of gasoline (PG) Worry about price of gasoline
     PG-No 1—Not a problem 2,817 0.17 0.38 0 1
     PG-Little 2—A little problem 2,817 0.09 0.29 0 1

     PG-Somewhat 3—Somewhat of a problem 2,817 0.11 0.31 0 1
     PG-Very 4—Very much of a problem 2,817 0.06 0.23 0 1
     PG-Severe 5—A severe problem 2,817 0.12 0.32 0 1

Walkways/sidewalks Worry about poor walkways or sidewalks (WS)
     WS-No 1—Not a problem 2,922 0.09 0.28 0 1
     WS-Little 2—A little problem 2,922 0.02 0.14 0 1

     WS-Somewhat 3—Somewhat of a problem 2,922 0.01 0.11 0 1
     WS-Very 4—Very much of a problem 2,922 0.01 0.07 0 1
     WS-Severe 5—A severe problem 2,922 0.01 0.09 0 1

Urban form, neighborhood design, and land-use attributes

Ln(density) Household density at the census block-level

ln(1,000 HH units/mile2) 

2,857 15.21 14.07 0.00 121.85

Connectivity Street connectivity (census block’s perimeter in miles) 2,934 0.34 0.26 0.07 3.01

Diversity Land-use mix diversity index at the census block-level 2,932 0.19 0.20 0.00 0.75
Accessibility Transit accessibility (distance in miles to the nearest bus 

transit stop)
2,934 0.08 0.06 0.05 0.35

Neighborhood sociodemographics

Age in N Median age of population at the census block-level 2,934 35.37 11.29 0 77.80

Race in N Proportion of white population at the census block-level 2,863 0.45 0.39 0 1.00

TABLE 1  Data Description and Summary Statistics (Continued)
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TABLE 2  Estimated Poisson Models for Number of Walking Trips and Estimated Ordinary Least Squares 
(OLS) Model for Share of Walking Trips

Poisson models (number of trips) OLS (share of trips)

Model 1 Model 2 Model 3 Model 4

Variable name Coeff. t-value Coeff. t-value Coeff. t-value Coeff. t-value

Household (HH) characteristics
Vehicles in HH –0.313*** –4.88 –0.240*** –3.77 –0.297*** –4.39 –0.078*** –4.45
Bikes in HH  0.362*** 8.19  0.320*** 7.11  0.285*** 6.16  0.061*** 3.85
Type housing unit
     Apart/condo 0.052 1.00 0.022 0.41  0.116** 2.01  0.034** 1.97
     Dorm  1.200*** 3.66  0.897*** 2.61  1.641*** 4.62  0.563** 2.47
Income HH  0.086* 1.74  0.095* 1.90  0.143*** 2.80  0.032** 2.24

Individual characteristics
Age –0.002* –1.87 –0.005*** –3.73 –0.004*** –3.56 –0.001*** –3.55
Female –0.052 –1.18 –0.072 –1.61 –0.072 –1.62 –0.017 –1.30
Driver –0.216*** –3.42 –0.188*** –2.97 –0.280*** –4.38 –0.060*** –3.34

Status
     Absent  0.287** 2.26  0.278** 2.18  0.324** 2.53  0.077* 1.92
     Looking  0.351*** 2.82  0.274** 2.20  0.225* 1.80 0.070 1.61

Full-time –0.256*** –3.73 –0.308*** –4.44 –0.311*** –4.41 –0.037* –1.90
Occupation
     Sales/service –0.028 –0.32 –0.089 –1.03 –0.114 –1.30 –0.027 –1.20

     Manuf/const/maint –0.069 –0.54 –0.144 –1.12 –0.261** –1.98 –0.046 –1.42
     Prof/manag/tech  0.500*** 6.37  0.464*** 5.90  0.349*** 4.39  0.040* 1.72
Licensed –0.539*** –4.48 –0.507*** –4.20 –0.443*** –3.66 –0.053** –2.07

Distance-to-work –0.016*** –4.85 –0.016*** –5.04 –0.016*** –5.02 –0.003*** –4.28
Walk-exercising  0.406*** 20.63  0.398*** 19.77  0.359*** 17.44  0.083*** 8.49
Med condition –0.584*** –5.91 –0.617*** –6.19 –0.662*** –6.63 –0.098*** –4.38

Graduate  0.300*** 4.63  0.263*** 4.02  0.185*** 2.82 0.014 0.71

Attitudes/perceptions
Traffic accidents  (TA)
     TA-No –0.345*** –2.66 –0.341*** –2.62 –0.036 –1.21

Highway congestion (HC)
     HC-Very  0.186** 2.26  0.168** 2.03 –0.001 –0.05
     HC-Severe  0.392*** 5.25  0.389*** 5.19  0.051** 2.29

Drunk drivers (DD)
     DD-Severe  0.275*** 2.99  0.268*** 2.91 0.008 0.26
Price of gasoline (PG)
     PG-No  0.348*** 6.03  0.389*** 6.73  0.053*** 2.90
     PG-Severe –0.295*** –3.36 –0.204** –2.31 –0.020 –0.97
Walkways/sidewalks (WS)
     WS-Little  0.255* 1.91  0.230* 1.70 0.041 0.98
     WS-Somewhat  0.432*** 2.56  0.549*** 3.23 0.039 0.70

Urban form, neighborhood design, and land-use attributes
Ln(density) 0.041 1.32 0.011 1.25

Connectivity –0.934*** –5.62 –0.089*** –2.78
Diversity  0.439*** 4.07  0.063** 1.97
Accessibility –1.030*** –2.64 –0.117 –1.15

(continues on next page)
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estimated with all of the explanatory variables used
in the Poisson model 3.

Table 2 summarizes the corresponding coefficient
estimates, t statistics, and the statistical significance
test for each estimated coefficient. All models were
statistically significant at the 99% confidence level
(p < 0.001 for the  test). The model specification
with traditional explanatory variables for trip gen-
eration rates (model 1) helps to explain some of the
variability of frequency of walking compared with a
model without regressors (McFadden’s adjusted R2

= 0.098). Among household characteristics, lower
number of vehicles and higher number of bicycles
per household member, college dorm home type,
and lower household income were characteristics
associated with a higher frequency of walking, as
expected. Traveler characteristics associated with a
higher frequency of walking included young, nonli-
censed driver, temporarily absent from a job or
looking for work, full-time workers, professional or
managerial occupation category if working, healthy,
graduate-level education, and people who fre-
quently walk for exercise and have their work loca-
tion closer to home. 

Adding attitudinal variables to the model specifi-
cation (McFadden’s adjusted R2 = 0.110) increased
the statistical explanatory power of the model with
respect to model 1 (likelihood ratio test; (8) =
107.7 and p < 0.001). Among attitudinal variables,
the individual estimated coefficients suggest that
people who are more concerned with traffic acci-
dents, highway congestion, and drunk drivers are
likely to walk more frequently than people less con-
cerned with these urban system characteristics.
Interestingly, people who drive frequently and
express more concern about the price of gasoline
were less likely to walk. Those who indicated that
sidewalk conditions presented “a little” and “some-
what” of a problem tended to walk more frequently.

A particularly notable finding of our analysis is
the statistically significant association between built
environment attributes and the frequency of walk-
ing. Comparing the overall performance of model 3
(McFadden’s adjusted R2 = 0.141), the explanatory
power of the model increases statistically with
respect to model 2 (likelihood ratio test; (6) =
256.5 and p < 0.001) and with respect to model 1
(likelihood ratio test; (14) = 364.3 and p < 0.001).
The same set of explanatory variables explain

Poisson models (number of trips) OLS (share of trips)

Model 1 Model 2 Model 3 Model 4

Variable name Coeff. t-value Coeff. t-value Coeff. t-value Coeff. t-value

Neighborhood sociodemographics
Age in N –0.005** –1.99 –0.001 –1.33
Race in N  0.731*** 11.01  0.092*** 5.17

Constant –0.075 –1.26 –0.067 –1.12 –0.260 –0.79  0.224** 2.51

Valid N = 2,630 2,630 2,630 2,630
Log-likelihood intercept only: –3,974.97 –3,974.97 –3,974.97

Log-likelihood full model: –3,564.04 –3,510.16 –3,381.89

McFadden's R2: (R2 for OLS) 0.103 0.117 0.149 0.146

McFadden's adjusted R2: 

(Adjusted R2 for OLS)

0.098 0.110 0.141 0.135

Likelihood-ratio (LR) test with 
respect to model 1 (p-value):

0.001 0.001

Likelihood-ratio (LR) test with 
respect to model 2 (p-value):

0.001

KEY: ***, **, and * denote coefficient significantly different from zero at the 1%, 5%, and 10% level of significance (two-tail test), respectively.

TABLE 2  Estimated Poisson Models for Number of Walking Trips and Estimated Ordinary Least Squares 
(OLS) Model for Share of Walking Trips (Continued)
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13.5% (adjusted R2 = 0.135) of the variability of
the proportion of walking trips with respect to all
trips made on the surveyed day of travel (model 4).
Overall, these results show that both attitudinal
variables and built environment attributes increase
the statistical explanatory power of the models, and
consequently, help to better explain the variance of
the dependent variables (i.e., frequency of walking
and walking modal share). However, this study’s
primary focus is the relative effect that specific land-
use, urban form, and neighborhood-level design
variables have on walking trip generation rates and
on the share of walking trips. 

In particular, people living in denser urban set-
tings, measured as the number of household units
per square mile in the corresponding household cen-
sus block, tend to walk more frequently on the sur-
veyed day of travel, all else being equal. We
hypothesize that the sign of the Density coefficient is
positive and statistically different from zero based
on a one-tail test (p = 0.093). The marginal effect of
Density (table 3) suggests that an increase of 1% in
the number of household units per square mile
(within the census block where the traveler’s house-
hold is located) is associated with an increase of the
expected number walking trips of 0.026, all else
being equal. This translates into an elasticity of
0.033, evaluated at the mean value of the walking
trip generation rate.1 In other words, a 1% increase
in the number of household units per unit of area is
associated with a 0.033% increase in the expected
number of walking trips on a given day. This elastic-
ity is even lower than the average density elasticity
of vehicle-miles traveled (0.05) estimated in previ-
ous studies (Ewing and Cervero 2001). 

Likewise, people living in neighborhoods with
higher street connectivity or with more grid-like
street networks, measured as the perimeter of the
corresponding household census block, are likely to
walk more frequently, as reported on the surveyed
day of travel. The marginal effect of the street con-

nectivity variable (table 3) suggests that a one mile
decrease in the perimeter of the corresponding cen-
sus block (i.e., more connected street networks) is
associated with an increase of the expected number
of walking trips of 0.587, all else being equal. Eval-
uated at the mean of the walking trip generation
rate, this translates into an elasticity of –0.258.2

This means that a 1% decrease in street network
connectivity (i.e., length of a census block perime-
ter) is associated with a 0.258% increase in the
expected number of walking trips made on the
reported day of travel, all else being equal.

Figure 3 depicts the probability of making one or
more walking trips on the reported day of travel as
the length of the census block perimeter varies from
0 to 3 miles, holding the rest of the variables at their
means. Moreover, the coefficient of street connectiv-
ity in the walking share model (model 4) suggests
that the same one mile decrease in street network
connectivity is associated with an increase of 8.9%
in the proportion of walking trips with respect to all
other trips made by other modes, including car, on
the reported day of travel. 

The degree of land-use mix was captured by an
index of land-use mix diversity ranging from 0 to 1
(Song and Knapp In press). If the land use in the
census block group associated with the traveler’s
household is dedicated exclusively to a single use,
the diversity index variable takes a value of 0. Con-
versely, a value of 1 indicates perfect mixing of the
land uses considered in this study (i.e., residential,
commercial, industrial, institutional, and open
urban space). Evaluated at the mean of the walking
trip generation rate, the marginal effect of this land-
use mix index (table 3) translates into an elasticity
of 0.065.     

Figure 4 depicts the probability of making one or
more walking trips on the reported travel day as the
land-use mix diversity index varies from 0 to 0.75,
holding the rest of the variables at their means. The
slope of the fitted line in figure 4 shows the low elas-
ticity value for the land-use mix index. Likewise, the1 Because Density was transformed with a logarithmic

function, a change in the transformed variable is associ-
ated with a 1% change in the units of the untransformed
variable. Moreover, the elasticity is calculated at the mean
of the walking trip generation rate; an increase of 0.026
trips is equivalent to an increase of 3.3% with respect to
the mean value (0.80 trips). 

2 A one mile decrease with respect to the mean of the
perimeter of the census blocks is equivalent to a 296%
decrease, and an increase of 0.587 trips is equivalent to an
increase of 76.4% with respect to the mean value (0.80
trips). This translates into an elasticity of –0.258.
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TABLE 3  Marginal Effects for Predicted Probabilities of Poisson Model 3

Poisson model 3

Variable name

One-unit change around 

the mean1 Marginal change1

Household (HH) characteristics
Vehicles in HH –0.187 –0.187
Bikes in HH 0.180 0.179
Type housing unit
     Apart/condo 0.073 0.073
     Dorm 1.151 1.031
Income HH 0.090 0.090

Individual characteristics
Age –0.003 –0.003
Female –0.045 –0.045
Driver –0.177 –0.176

Status
     Absent 0.205 0.204
     Looking 0.142 0.141

Full-time –0.197 –0.196
Occupation
     Sales/service –0.072 –0.072

     Manuf/const/maint –0.164 –0.164
     Prof/manag/tech 0.221 0.220
Licensed –0.281 –0.279

Distance-to-work –0.010 –0.010
Walk-exercising 0.227 0.226
Med condition –0.424 –0.416

Graduate 0.116 0.116

Attitudes/perceptions
Traffic accidents (TA)
     TA-No –0.215 –0.214

Highway congestion (HC)
     HC-Very 0.105 0.105
     HC-Severe 0.246 0.244

Drunk drivers (DD)
     DD-Severe 0.169 0.168
Price of gasoline (PG)
     PG-No 0.246 0.245
     PG-Severe –0.128 –0.128
Walkways/sidewalks (WS)
     WS-Little 0.145 0.144
     WS-Somewhat 0.349 0.345

Urban form, neighborhood design, and land-use attributes
Ln(density) 0.026 0.026

Connectivity –0.608 –0.587
Diversity 0.278 0.276

Accessibility –0.676 –0.647

Neighborhood sociodemographics
Age in N –0.003 –0.003
Race in N 0.469 0.459
1 Binary (0–1) dummy indicator variables correspond to a discrete change as the variable changes from 0 to 1.
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coefficient of the land-use mix index in the walking
share model (model 4) suggests the same significant,
but marginal, association of this index for the pro-
portion of walking trips with respect to all trips made
on the reported day of travel.

Access to bus transit lines is also statistically asso-
ciated with higher walking frequency, as expected.
In particular, the marginal effect suggests that peo-
ple living one mile closer to a bus stop are expected
to make 0.647 more walking trips on the reported
day of travel. Evaluated at the mean of the walking

trip generation rate, this effect translates into an
elasticity of –0.070. 

The last set of estimated coefficients suggests that
people living in neighborhoods with a lower median
age and higher white population proportion are
likely to walk more frequently as reported on the
surveyed day of travel. Only neighborhoods with a
greater proportion of white residents are associated
with a larger walking share with respect to all trips
in the surveyed day of travel.

CONCLUSIONS AND LIMITATIONS

The conceptual structure and the empirical results
presented in this paper advance the understanding
of the relationship between land use and travel
behavior. In particular, our findings contribute to
the general understanding of this relationship by
testing the effects of several land-use and urban
form characteristics, as well as traveler attitudes and
perceptions of the urban system, on two nonmotor-
ized travel-related outcomes. Based on a cross-sec-
tional study design, the paper estimated measures of
statistical association between walking trip genera-
tion rates and households’ built environment
attributes, including land use, urban form, and
other neighborhood-level design characteristics. In
addition to trip generation rates, statistical associa-
tions were also estimated for the share of walking
trips with respect to total travel. 

Using the 2001 NHTS for the City of Baltimore
(2,630 travelers), the paper estimated three Poisson
regression models at the person-level for the number
of walking trips during a single surveyed day of
travel and a linear regression model for the share of
walking trips made on the same travel day. The
results suggest that neighborhoods with higher den-
sities, fine land-use mixes (i.e., more diverse), better
street connectivity, and generally better access to bus
transit lines were associated with persons who walk
more frequently and have a higher proportion of
walking trips with respect to all trips. These results
were expected given the theoretical elasticity of non-
motorized travel with respect to accessibility. 

Results from the model for walking share with
respect to total travel suggest that more accessible
neighborhoods are not only associated statistically
with households where travelers walk more fre-

FIGURE 3  Predicted Probabilities for Frequency of 
Walking Trips to Changes in Street 
Network Connectivity

FIGURE 4  Predicted Probabilities for Frequency of 
Walking Trips to Changes in Land-Use 
Mix Diversity
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quently, but also with households where the propor-
tion of walking trips is higher on the same day of
travel. These results provide some insights into pos-
sible trip substitution effects in these neighborhoods
but are restricted to inference limitations discussed
later in this section. 

The 2001 NHTS Baltimore add-on survey used
random selection, and previous analysis of this
dataset has shown that the sample is representative
of the population (Battelle and Morpace 2002).
However, caution should be taken when trying to
transfer the results here to different locations.
Indeed, the degree of generalization of the results
and the general external validity of the empirical
findings is limited to the context of travel and urban
setting characteristics in the geographic area of
study (i.e., Baltimore City).

Nonetheless, two critical issues could not be
addressed comprehensively given the limitations of
the study design and data availability. In particular,
the analytical framework allowed for statistical
association between land-use and travel behavior
effects, but it had some limitations for inference on
causality and net travel substitution effects. Without
longitudinal or panel data structures containing
more detailed information (e.g., the travel decision-
making process on consecutive days of travel,
including short-term travel activity behavior and
long-term decisions, such as auto ownership and
residential location choices), we were unable to for-
mally evaluate possible confounded effects under
conditions of self-selected travelers (e.g., those
located in dense, mix-used, accessible neighbor-
hoods as a result of their desire to live in those
urban environments). 

One of the complications of using cross-sectional
data is that the model specification cannot capture
the endogenous processes typically found in travel
decisionmaking. In general, the presence of endoge-
neity in the model estimation might yield inconsis-
tent and biased estimates of the relationships.
However, few studies have provided formal empiri-
cal evidence of the underlying direction of causality,
and among these studies the results are mixed. While
some studies found that observed associations
between travel behavior and neighborhood charac-
teristics are largely explained by the self-selection of

residents with certain attitudes, others have not
found such an impact after accounting for attitudes
toward travel and location preferences. Future
research will benefit from more detailed travel data,
particularly longer periods of observed or surveyed
travel (i.e., panel or longitudinal studies). 

Despite the potential limitations of the analytical
approach, the results of this paper are highly rele-
vant for transportation planning practitioners and
researchers and improve our understanding of the
relationship between land use and travel behavior.
Ultimately, the empirical evidence provided in this
paper is expected to contribute to the growing body
of literature focusing on the interaction between
land use and travel demand. 
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Using Bayesian Updating to Enhance 2001 NHTS Kentucky 

Sample Data for Travel Demand Modeling

ABSTRACT

This paper investigates the utility of the 2001
National Household Travel Survey Kentucky stan-
dard and add-on samples for statewide, rural
county, and small urban area travel demand model-
ing. The weaknesses of the Kentucky standard sam-
ple for deriving trip rates and average trip lengths
are identified, which include greater uncertainty
caused by a small sample size and suspiciously low
trip rates for urban clusters (urban areas with less
than 50,000 population). We show that the Ken-
tucky add-on sample can be used to enhance the
Kentucky standard sample for developing trip rates
and average trip lengths. Combining the two sam-
ples using Bayesian updating resulted in improved
trip rates and average trip lengths.

INTRODUCTION

The objective of this research was to evaluate the
utility of the 2001 National Household Travel Sur-
vey (NHTS) Kentucky samples, including both stan-
dard and add-on, for rural county, small urban area,
and statewide travel demand modeling in Kentucky.
Specifically, trip rates by trip purpose and by area
type derived from the samples were examined by
comparison with other samples constructed based

KEYWORDS: National Household Travel Survey, surveys,
Kentucky, trip generation, trip distribution, Bayes’ theo-
rem, data transferability, travel demand model, transpor-
tation planning.
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on the 2001 NHTS national sample. Average trip
lengths were also analyzed in the same manner.

The 2001 NHTS was conducted as an update to
and integration of the earlier Nationwide Personal
Transportation Survey, which focused on short daily
household trips, and the American Travel Survey,
which focused on long trips. Approximately 26,000
households were surveyed nationwide for the
NHTS. The NHTS survey data include characteris-
tics of households, people, and vehicles, as well as
detailed information on daily and long-distance
travel for all purposes and by all modes.1

The NHTS is designed to collect data from a
nationally representative sample of households in
order to provide statistically accurate travel esti-
mates at the national level. Sample data in the
NHTS are not intended to be adequate for state-
wide or area-specific estimates. As a result, the Ken-
tucky Transportation Cabinet (KYTC) participated
in the NHTS add-on program initiated by the U.S.
Department of Transportation to obtain more
household travel data within Kentucky. Under the
add-on program, an additional 1,154 households
were surveyed in four counties in Kentucky (KYTC
2002). The primary purpose of conducting the Ken-
tucky add-on survey was to achieve a larger sample
size suitable for revising travel demand model
parameters for rural county, small urban area, and
statewide modeling. 

DATA

2001 NHTS Kentucky Standard Sample

The Kentucky households in the 2001 NHTS
national sample were selected to form a separate
sample, which is called the Kentucky standard sam-
ple in this paper to distinguish it from the Kentucky
add-on sample. Because the NHTS was designed to
collect data from a nationally representative sample
of households to provide statistically valid estimates
at the national level, the number of households in
each state is relatively small. There were only 390
Kentucky households in the national sample, of
which 338 had completed trip reports for all house-
hold members. These 338 households made 2,785

motorized trips on their assigned travel days, includ-
ing both weekdays and weekends. Of these, 378
(13.6%) were home-based work trips, 1,546
(55.5%) were home-based other trips, and 861
(30.9%) were nonhome-based trips. Due to the
inclusion of weekend trips, home-based work trips
account for a lower percentage than that commonly
reported for weekday travel demand modeling.

As a fairly common modeling practice, different
trip rates are used for different area types. Since the
census area-type classification of urbanized area,
urban cluster, and rural area has been incorporated
into the NHTS dataset, this study employed these
area types. The U.S. Census Bureau (USDOC 2000)
defines an urban cluster as a densely settled area
that has a population of 2,500 to 49,999, while an
urbanized area is defined as a densely settled area
that has a population of at least 50,000. Both urban
clusters and urbanized areas generally consist of a
geographic core of block groups or blocks that have
a population density of at least 1,000 people per
square mile, adjacent block groups and blocks with
at least 500 people per square mile, and less densely
settled blocks that form enclaves or indentations, or
are used to connect discontiguous areas with quali-
fying densities. Rural consists of all territory, popu-
lation, and housing units located outside of
urbanized areas and urban clusters (USDOC 2000).

Following census definitions, 140 of the 338
Kentucky standard sample households were in
urbanized areas, 63 in urban clusters, and 135 in
rural areas. These relatively small sample sizes, espe-
cially for the urban clusters, raise concerns about
the reliability of the survey results for estimating
Kentucky-specific trip rates by area type and pur-
pose. Trip rates by area type and trip purpose
derived from this sample are presented later with a
detailed set of tables.

2001 NHTS Kentucky Add-On Sample  

For the Kentucky add-on sample, an additional
1,154 households were randomly selected and sur-
veyed between June 2001 and June 2002 in Carter,
Edmonson, Pulaski, and Scott Counties in Ken-
tucky. KYTC classified these four counties as typical
non-urbanized counties. Figure 1 shows the location
of these counties, while table 1 summarizes the dis-

1 For more information, see the 2001 NHTS website:
http://nhts.ornl.gov/2001/index.shtml.
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tribution of add-on sample households by area type.
Daily household trip information was collected in
the sample. Of the 1,154 households, 335 were
located in urban clusters, 819 in rural areas, and
none were located in urbanized areas. All 2,828 per-
sons in these households reported their travel day
trips, which included 9,710 motorized person-trips
in total on both weekdays and weekends. Broken
down by trip purpose, there were 1,249 (12.9%)
home-based work trips, 5,347 (55.1%) home-based
other trips, and 3,114 (32%) nonhome-based trips.

Other Datasets

At the time the NHTS survey was conducted, Ken-
tucky was part of the East South Central Census

Division and had an overall population of approxi-
mately 4.1 million, with 7 metropolitan statistical
areas (MSAs) completely or partially located within
the state. Two of the 7 MSAs had a population over
1 million and fell into the MSA size category of 1
million to 3 million population. Populations of the
others ranged from 100,000 to 500,000. There
were no MSAs with a population of 3 million or
more.

To check the reasonableness of the trip rates and
average trip lengths derived from the Kentucky
standard and add-on samples, several other datasets
with larger sample sizes were constructed by select-
ing relevant households from the 2001 NHTS
national sample. These datasets are collectively

FIGURE 1  Kentucky Add-On Sampe County Locations

TABLE 1  Kentucky Add-On Sample Allocation

County

Number of sample households

Percentage 
of total

Population 
(Census 2000)

Urban 
cluster

Rural 
area Overall

Carter County 26,889 34 116 150 13.0

Edmonson County 11,644 0 165 165 14.3

Pulaski County 56,217 199 224 423 36.7

Scott County 33,061 102 314 416 36.0

Total 127,811 335 819 1,154 100.0

Source: 2001 NHTS Kentucky add-on sample.
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called non-Kentucky samples in this paper and were
constructed as follows:

� Households nationwide with the exclusion of
those in MSAs with a population of 3 million or
more. We refer to this sample as the national

sample. A total of 15,443 households that made

141,769 daily motorized trips fell into this cate-

gory. 

� Households in the East South Central Census
Division excluding the state of Kentucky. This

division included Alabama, Mississippi, Tennes-

see, and Kentucky. No MSAs had a population of

3 million or more in this area. A total of 902
households that made 8,348 daily motorized

trips fell into this category. We refer to this sam-

ple as the East South Central sample.

� Households in selected states surrounding Ken-
tucky, excluding those in MSAs with 3 million
residents or more. The selected states included

Tennessee, Missouri, Illinois, Indiana, and Ohio.

We refer to this sample as the surrounding-states

sample. The resulting dataset consisted of 2,904

households reporting a total of 27,638 motorized

trips.

� Households in states with similar socioeconomic
characteristics (in terms of household annual
income and household size) to Kentucky, exclud-
ing those in MSAs of 3 million residents or more.
This sample is referred to as the similar-SE-states

sample and consisted of 2,781 households

reporting 25,838 motorized trips.

To select states for the similar-SE-states sample,
distributions of household annual income and
household size of candidate states were compared
with those of Kentucky. Only those with similar dis-
tributions were included in the sample, which finally
consisted of Alabama, Arkansas, Iowa, Louisiana,
Missouri, Mississippi, Oklahoma, South Carolina,
and Tennessee. Collectively, the household income
and size distributions of the similar-SE-states sample
were relatively close to those of the Kentucky stan-
dard sample.

ANALYSIS

KY Standard Sample Trip Rates and 
Average Trip Lengths

Trip Rates

The NHTS dataset includes weights to expand the
sample data to the U.S. population. For this study,
household person-trip rates were developed with
both unweighted and weighted survey data. Only
motorized trips were included; bicycle, walk, and
other nonmotorized trips were excluded from the
data. Both weekday and weekend trips were
included. To reduce the effect of smaller sample
sizes on the accuracy of estimates, trip rates assessed
by statistical tests were only classified by trip pur-
pose (home-based work, home-based other, and
nonhome-based) and by area type (urbanized area,
urban cluster, and rural area). More detailed classifi-
cations of trip rates (e.g., by household size, number
of vehicles owned, and/or household income) were
not attempted in this study. 

The statistical comparison of trip rates from dif-
ferent data sources was made using the common t-
statistic of the difference of two means. Trip rates
for each of the samples are displayed in tables 2
through 6.

Table 2 shows that the Kentucky standard sam-
ple produced the lowest all-purpose household trip
rate (8.53 weighted, 8.24 unweighted). The t-tests
indicate a significant difference exists between the
Kentucky standard sample rate and those of the
national, the East South Central, the surrounding-
states, and the similar-SE-states samples at the 0.05
level of significance. By area type, Kentucky stan-
dard sample rates are also lower than these rates,
especially in the urban cluster category where 5.73
weighted and 6.16 unweighted trips were generated
on average. These rates are significantly different
from all other non-Kentucky rates at the 0.05 level
of significance. Because there were only 63 house-
holds in this category, the Kentucky urban cluster
rates may not be statistically reliable.      

Trip rates by trip purpose and by area type are
shown in tables 3 through 6. As seen from the tables,
the Kentucky standard sample rates agree with the
non-Kentucky sample values relatively well for the
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home-based work purpose for all area types; no sig-
nificant difference was observed at the 0.05 level of
significance. For home-based other trips, the Ken-
tucky standard sample rates are also close to the oth-
ers in urbanized areas and rural areas; again, no
significant difference was observed at the 0.05 level
of significance. However, large differences exist for
the urban clusters, where the Kentucky standard

sample rates are lower than non-Kentucky rates by
approximately 30% to 40% and are significantly
different from all of them at the 0.05 level of signifi-
cance. More significant differences exist for the non-
home-based trips. Except for the urban cluster
category, the Kentucky standard sample nonhome-
based trip rate is also much lower than and signifi-
cantly different from all non-Kentucky rates, both

TABLE 2  All-Purpose Average Household Person-Trip Rates

Sample

Urbanized area Urban cluster Rural area All areas

Mean
Sample 

size Mean
Sample 

size Mean
Sample 

size Mean
Sample 

size

Unweighted National sample 9.21 7,988 9.00* 2,541 9.22 4,914 9.18* 15,443

East South 
Central sample

9.79 391 8.98* 126 8.80 385 9.26* 902

Surrounding-states 
sample

9.41 1,503 9.32* 481 9.80* 920 9.52* 2,904

Similar-SE-states 
sample

9.68 1,272 9.15* 465 8.88 1,044 9.29* 2,781

KY standard 
sample

9.15 140 6.16 63 8.27 135 8.24 338

KY add-on sample — — 8.81* 335 8.25 819 8.41 1,154

Weighted National sample 9.55 7,988 9.15* 2,541 9.64 4,914 9.51* 15,443

East South 
Central sample

10.04 391 9.35* 126 9.67 385 9.79* 902

Surrounding-states 
sample

9.46 1,503 9.37* 481 10.20* 920 9.68* 2,904

Similar-SE-states 
sample

9.88 1,272 9.43* 465 9.53 1,044 9.67* 2,781

KY standard 
sample

9.44 140 5.73 63 8.89 135 8.53 338

KY add-on sample — — 9.31* 335 8.42 819 8.68 1,154

Key: * indicates the value is significantly different from the Kentucky standard sample value at the 0.05 level of significance.

Sources: Calculations based on data from 2001 NHTS national sample and Kentucky add-on sample.

TABLE 3  Average Household Person Trip Rates by Purpose (All Area Types)

Sample

HBW HBO NHB

Unweighted Weighted Unweighted Weighted Unweighted Weighted

National sample 1.13 1.20 5.05* 5.19 3.00* 3.12*

East South Central sample 1.04 1.13 5.08 5.33* 3.13* 3.32*

Surrounding-states sample 1.20 1.25 5.14* 5.18 3.18* 3.25*

Similar-SE-states sample 1.09 1.17 5.03 5.19 3.17* 3.30*

KY standard sample 1.12 1.19 4.57 4.69 2.55 2.65

KY add-on sample 1.08 1.15 4.63 4.74 2.70 2.79

Key: HBW = home-based work; HBO = home-based other; NHB = nonhome-based; * indicates the value is significantly different from the 
Kentucky standard sample value at the 0.05 level of significance.

Sources: Calculations based on data from 2001 NHTS national sample and Kentucky add-on sample.
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weighted and unweighted, for all area types. Again,
this overall significant difference is probably due to
the low rates in the urban cluster category.

Average Trip Lengths  

Average motorized person-trip lengths by trip pur-
pose were calculated for the national sample, the
similar-SE-state sample, and the Kentucky standard
sample and included both weekday and weekend

trips. Table 7 presents the average trip lengths from
the three datasets. It was found that the Kentucky
standard sample produced longer trips than the
national and similar-SE-states samples for all trip
purposes. The t-test shows that the home-based
other and nonhome-based trip lengths from the
Kentucky standard sample are significantly different
from those in the national and similar-SE-states
samples at the 0.05 level of significance. This is not

TABLE 4  Average Household Person Trip Rates by Purpose (Urbanized Area)

Sample

HBW HBO NHB

Unweighted Weighted Unweighted Weighted Unweighted Weighted

National sample 1.12 1.19 5.14 5.29 2.95 3.07

East South Central sample 1.14 1.17 5.29 5.37 3.36 3.51

Surrounding-states sample 1.19 1.22 5.13 5.14 3.09 3.11

Similar-SE-states sample 1.14 1.20 5.22 5.27 3.32 3.41

KY standard sample 1.20 1.25 4.99 5.10 2.96 3.09

Key: HBW = home-based work; HBO = home-based other; NHB = nonhome-based; * indicates the value is significantly different from the 
Kentucky standard sample value at the 0.05 level of significance.

Sources: Calculations based on data from 2001 NHTS national sample and Kentucky add-on sample.

TABLE 5  Average Household Person Trip Rates by Purpose (Urban Cluster)

Sample

HBW HBO NHB

Unweighted Weighted Unweighted Weighted Unweighted Weighted

National sample 1.11 1.16 5.05* 5.11* 2.84* 2.88*

East South Central sample 0.91 1.01 5.03* 5.15* 3.04* 3.20*

Surrounding-states sample 1.28 1.35 5.15* 5.11* 2.89* 2.91*

Similar-SE-states sample 1.10 1.20 4.96* 5.06* 3.10* 3.18*

KY standard sample 1.05 1.00 3.56 3.33 1.56 1.40

KY add-on sample 1.14 1.24 5.06* 5.37* 2.61* 2.70*

Key: HBW = home-based work; HBO = home-based other; NHB = nonhome-based; * indicates the value is significantly different from the 
Kentucky standard sample value at the 0.05 level of significance.

Sources: Calculations based on data from 2001 NHTS national sample and Kentucky add-on sample.

TABLE 6  Average Household Person Trip Rates by Purpose (Rural Area)

Sample

HBW HBO NHB

Unweighted Weighted Unweighted Weighted Unweighted Weighted

National sample 1.15 1.22 4.90 5.09 3.18* 3.33

East South Central sample 0.99 1.13 4.88 5.36 2.93 3.18

Surrounding-states sample 1.19 1.25 5.13 5.29 3.49* 3.66*

Similar-SE-states sample 1.03 1.14 4.82 5.16 3.02 3.24

KY standard sample 1.07 1.22 4.62 4.90 2.58 2.77

KY add-on sample 1.06 1.11 4.46 4.49 2.73 2.83

Key: HBW = home-based work; HBO = home-based other; NHB = nonhome-based; * indicates the value is significantly different from the 
Kentucky standard sample value at the 0.05 level of significance. 

Sources: Calculations based on data from 2001 NHTS national sample and Kentucky add-on sample.
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surprising, because Kentucky has large rural areas
where trip lengths tend to be longer than those in
nonrural areas. However, due to the small sample
size, the average trip lengths from the Kentucky
standard sample had larger standard errors of the
mean (discussed in greater detail later). 

Kentucky Add-On Sample Trip Rates and 
Average Trip Lengths

Trip Rates

As introduced above, the Kentucky add-on sample
was randomly collected from four counties in the
state. Two of the four counties (Carter and Scott)
are in MSAs with 300,000 and 500,000 million
populations, respectively. Although the sample is
not statewide and lacks households in urbanized
areas, it still partially reflects the socioeconomic and
travel characteristics of Kentucky residents. This,
along with a larger sample size, makes the add-on
data an appealing source of additional information.
Trip rates by county, as well as in total, developed
from the add-on sample are shown in table 8. 

All-county trip rates are also presented in tables 2
through 6 along with rates from the other samples.
As can be seen in table 2, the urban cluster all-
purpose trip rates from the add-on sample are much
higher than those from the Kentucky standard sam-
ple: 8.81 vs. 6.16 for unweighted and 9.31 vs. 5.73
for weighted. In rural areas, the rates from the two
samples are close to each other. Compared with the
all-purpose trip rates from the non-Kentucky sam-
ples, the Kentucky add-on sample rates agree rela-
tively well in urban clusters. However, they are

slightly lower in rural areas and more similar to the
Kentucky standard sample rates. 

Broken down by trip purpose, add-on sample
home-based work rates are in good agreement with
rates from all other samples. The home-based other
trip rates from the add-on sample match well in
urban clusters but are slightly lower in rural areas.
The add-on sample nonhome-based trip rates are all
lower than non-Kentucky samples but higher than
the Kentucky standard sample, especially in urban
clusters (tables 5 and 6).

Based on the above observations, the Kentucky
add-on sample overall appears to provide more rea-
sonable information than does the Kentucky stan-
dard sample for urban clusters and rural areas. 

Average Trip Lengths 
Average trip lengths by county and trip purpose
from the Kentucky add-on sample are shown in
table 9. Edmonson County produced the longest
trips for all trip purposes and Pulaski County pro-
duced the shortest trips on average. This travel pat-
tern was found to be consistent with area
development patterns. Edmonson County is the
most rural of the four counties and Pulaski the most
urban. However, they all produced longer trips than
the areas included in the national and similar-SE-
states samples, as shown in table 7. They even pro-
duced longer home-based work and home-based
other trips than the Kentucky standard sample.
Because statewide models, as well as county and
small urban area models, are typically used for
studying travel demand and transportation systems
in rural areas, the add-on sample provides useful
data for developing those models. 

TABLE 7  Average Trip Lengths by Trip Purpose

Sample

HBW HBO NHB

Unweighted Weighted Unweighted Weighted Unweighted Weighted

National sample 21.1 21.5 17.3* 17.7* 18.6* 18.6*

Similar-SE-states sample 21.0 21.7 17.1* 17.6* 18.3* 18.8*

KY standard sample 23.7 24.2 20.1 20.3 20.6 20.3

KY add-on sample 25.6 25.1 21.3 20.4 18.7 18.0

Key: HBW = home-based work; HBO = home-based other; NHB = nonhome-based; * indicates the value is significantly different from the 
Kentucky standard sample value at the 0.05 level of significance. 

Sources: Calculations based on data from 2001 NHTS national sample and Kentucky add-on sample.
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DATA TRANSFER AND BAYESIAN 
UPDATING

Based on the above analysis, the advantages and dis-
advantages of both the Kentucky standard sample
and the add-on sample can be summarized as
follows:

� The Kentucky standard sample is representative
of the entire state, but due to its small sample size
large uncertainty exists with the trip rates and
average trip lengths derived from the sample.

� The Kentucky add-on sample produces statisti-
cally more reliable trip rates and average trip
lengths, but due to the way the data were col-

lected the sample does not represent the whole
state.

Therefore, data updating techniques were consid-
ered to integrate the two data sources into a new set
of data, which takes advantage of the Kentucky
standard sample in reflecting travel characteristics
statewide and the Kentucky add-on sample in pro-
viding greater certainty with data values derived
from it.

Literature Review

While the transferability of travel demand model
parameters, especially those of discrete choice mod-
els, has been studied extensively for years (Atherton

TABLE 8  Add-On Sample Average Person Trip Rates by Trip Purpose by Area Type

    County

HBW HBO NHB All purposes

Urban 
cluster

Rural 
area

Urban 
cluster

Rural 
area

Urban 
cluster

Rural 
area

Urban 
cluster

Rural 
area

Unweighted Carter County 1.26 1.03 5.32 4.52 2.56 2.27 9.15 7.81

Edmonson County — 1.00 — 4.50 — 2.47 — 7.97

Pulaski County 1.05 0.88 4.85 4.62 2.62 2.84 8.53 8.34

Scott County 1.26 1.23 5.37 4.30 2.61 2.97 9.25 8.50

All counties 1.14 1.06 5.06 4.46 2.61 2.73 8.81 8.25

Weighted Carter County 1.25 1.11 5.38 4.92 2.65 2.51 9.28 8.54

Edmonson County — 0.99 — 4.33 — 2.52 — 7.84

Pulaski County 1.13 1.00 5.26 4.91 2.69 3.15 9.08 9.06

Scott County 1.47 1.25 5.58 4.10 2.73 2.87 9.78 8.22

All counties 1.24 1.11 5.37 4.49 2.70 2.82 9.31 8.42

Key: HBW = home-based work; HBO = home-based other; NHB = nonhome-based.

Source: Calculations based on data from 2001 NHTS Kentucky add-on sample.

TABLE 9  Add-On Sample Average Trip Lengths by Trip Purpose (in minutes)

County HBW HBO NHB All purposes

Unweighted Carter County 26.8 20.0 15.5 19.6

Edmonson County 33.8 22.6 26.1 25.1

Pulaski County 21.4 19.1 17.2 18.7

Scott County 25.9 23.6 18.7 22.3

All counties 25.6 21.3 18.7 21.0

Weighted Carter County 28.5 19.8 15.8 19.8

Edmonson County 34.5 22.6 25.9 25.2

Pulaski County 21.8 19.0 16.8 18.6

Scott County 25.2 23.3 19.2 22.2

All counties 25.1 20.4 18.0 20.3

Key: HBW = home-based work; HBO = home-based other; NHB = nonhome-based.

Source: Calculations based on data from 2001 NHTS Kentucky add-on sample.
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and Ben-Akiva 1976; Badoe and Miller 1995), it
appears that the transferability of transportation
planning data has not been much investigated, even
though transportation professionals have been
using transferred travel data for many years in
many places. One of the most typical examples
may be the application of national averages of trip
rates, trip length distributions, etc., as default val-
ues (NCHRP 1998) in the development of travel
demand models for small to medium-sized urban
areas, where funding was not available for collect-
ing local-specific travel data. In this case, an under-
lying assumption that people may not be aware of
is that those national average values are assumed to
be transferable to the study area. If those data are
applied to the study area without any adjustments,
the transfer is considered a full transfer. However,
in order to produce reasonable model validation
statistics, a common practice for model developers
is to adjust the initially adopted national data based
on “professional judgment.” With adjustments, the
data transfer is considered a partial transfer. The
most critical aspect of a partial transfer is the trans-
fer methodology.

Wilmot and Stopher (2001) conducted research
on the transferability of transportation planning
data. They stated that disaggregate data at the trip
level are very context-specific and therefore intrinsi-
cally untransferable, but aggregate data that express
the general travel behavior of individuals collec-
tively have a much better chance of being transfer-
able. In their study, they used Bayesian updating to
update national averages of trip rates, trip length
frequency distributions, and mode shares with local
data derived from a small travel survey conducted in
Baton Rouge, Louisiana. The updated values and
the national averages were then compared with the
data values derived from the 1995 Nationwide Per-
sonal Transportation Survey Baton Rouge add-on
sample, which is much larger in size than the updat-
ing sample. 

Wilmot and Stopher (2001) found that: 1) trans-
portation planning data (e.g., trip rates, mode
shares, and trip length distributions) at certain
aggregate levels can be transferred from multiple
sources and combined into a single set of updated
data; and 2) the data created by updating the trans-

fer data with a small sample of local data were
found to be improved over the fully transferred
data, which were the national averages in their
study. They also found that Bayesian updating
appears to be a feasible method for data transfer
and updating. With Bayesian updating, the influ-
ence of all contributory data sources is incorporated
into the newly created data. Thus, our study used
Bayesian updating to combine the Kentucky stan-
dard sample with the Kentucky add-on sample to
develop a set of new trip rates and average trip
lengths. 

Theory of Bayesian Updating

The method of Bayesian updating is based on Bayes’
Theorem, which has been widely used for statistical
inference (Berry and Lindgren 1990). It starts with
prior information and a measure of certainty
regarding the prior information. When new sample
data are available they are incorporated with the
prior into a new answer, which is also called the
posterior. With more sample data, the uncertainty
regarding the new answer diminishes and the fol-
lowing answers improve.

Since both the prior and the updating sample are
normally distributed and the variance is known, the
mean and variance of the posterior can be expressed
as a function of the mean and variance of the prior
and the updating data in the functional form as
shown in the equations below (Atherton and Ben-
Akiva 1976). This functional form is known as a
normal-normal conjugate prior. The posterior pro-
duced with this function is also normally
distributed.

 and  

where
 is the mean of data item i; and

 is the variance of the mean of data item i. 
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transfer data serve as the prior in data updating,
the terms “prior” and “transfer data” are used
interchangeably in this paper.
In the above equations, data item values from the

data sources are weighted by the inverse of their
variance to achieve a value for the updated data
item. This feature is appealing, because data values
with greater certainty (i.e., with smaller variance)
contribute more to the estimate of the updated data
item than those with less certainty (i.e., with larger
variance).

When the prior data are reliable, a relatively
small sample can be used for updating. However, in
the cases where the prior data are not very reliable,
a relatively large updating sample is more likely
needed. In both cases, the variance of the posterior
data will always be less than that of both the prior
and the updating sample.

Bayesian updating has been studied and used in
the past to update the parameters of travel demand
models and the method has been reported to per-
form well (Atherton and Ben-Akiva 1976). Wilmot
and Stopher’s study (2001) appears to be the first
one that applied this technique in a data transferabil-
ity study. They reported that updating of transfer

data with local information using Bayesian updating
seems to improve transfer data consistently. 

Bayesian Updating for Kentucky Samples

This study adopted the Bayesian updating method
tested by Wilmot and Stopher (2001) and empha-
sized the strength of the method in combining con-
tributory datasets. The Kentucky standard sample
data was utilized as the prior and the add-on sample
data as the updating data in the process. The two
datasets were combined and a new improved
dataset was produced in which the advantages of
one input dataset compensated for the disadvan-
tages of the other input dataset.

Updated Trip Rates

We combined the Kentucky standard sample with
the Kentucky add-on sample using Bayesian updat-
ing, and the updated trip rates were compared with
the trip rates from the non-Kentucky samples to
investigate the improvement. The updated trip rates
are shown in tables 10 and 11 along with the rates
from the Kentucky standard sample, the Kentucky
add-on sample, and the non-Kentucky samples.
These tables show that the updated trip rates are
improved overall. For instance, compared with the

TABLE 10  Comparison of Updated and Observed Trip Rates for Urban Clusters

Sample

HBW HBO NHB

Mean
SE of 
mean Mean

SE of 
mean Mean

SE of 
mean

Unweighted KY add-on sample 1.14 0.088 5.06 0.260 2.61 0.204

KY standard sample 1.05 0.174 3.56 0.430 1.56 0.272

Updated data 1.12 0.078 4.66 0.222 2.23 0.163

Similar-SE-states sample 1.10 0.074 4.96 0.238 3.10 0.171

Surrounding-states sample 1.28 0.077 5.15 0.228 2.89 0.165

East South Central sample 0.91 0.127 5.03 0.459 3.04 0.315

National sample 1.11 0.032 5.05 0.099 2.84 0.078

Weighted KY add-on sample 1.24 0.099 5.37 0.284 2.70 0.207

KY standard sample 1.00 0.170 3.33 0.410 1.40 0.255

Updated data 1.18 0.085 4.71 0.233 2.18 0.160

Similar-SE-states sample 1.20 0.086 5.06 0.264 3.18 0.187

Surrounding-states sample 1.35 0.087 5.11 0.234 2.91 0.174

East South Central sample 1.01 0.148 5.15 0.520 3.20 0.378

National sample 1.16 0.035 5.11 0.107 2.88 0.083

Key: HBW = home-based work; HBO = home-based other; NHB = nonhome-based; SE = standard error.

Sources: Calculations based on data from 2001 NHTS national sample and Kentucky add-on sample.
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trip rates from the similar-SE-states sample, in 10 of
the 12 mean cells, updated trip rates are closer than
the Kentucky standard sample rates. In particular,
the values for urban clusters are improved substan-
tially and look more reasonable. Only two rates
appear to deviate more, though slightly. From the
data uncertainty perspective, all updated trip rates
have much lower standard errors of the mean than
the rates from the Kentucky standard sample, which
indicates that uncertainty in the updated trip rates
has been substantially reduced.

Updated Average Trip Lengths
The major issue identified earlier concerning the
average trip lengths from the Kentucky standard
sample was the relatively large standard errors of
the means, which indicate less confidence with the
means. To achieve lower standard errors, the Ken-
tucky standard sample average trip lengths were
combined with the Kentucky add-on sample values
using Bayesian updating. Table 12 presents the
updated average trip lengths along with their stan-
dard errors. As stated earlier, the standard error (or
variance) of the posterior data produced by the
Bayesian updating process is always less than that of
both the prior and the updating sample. Therefore,

as expected, for unweighted average trip lengths, the
standard error of the mean decreased from 1.692 to
0.422 for home-based work trips, from 0.690 to
0.289 for home-based other trips, and from 0.685
to 0.388 for nonhome-based trips. Similar patterns
were also observed for the weighted trip lengths.
While the process reduced uncertainty in the aver-
age trip lengths, the values of the updated average
trip lengths stayed close to both the Kentucky stan-
dard sample and the add-on sample values but are
longer than the national averages and the similar-
SE-states sample values. This may reflect the actual
trip length characteristics of Kentucky. 

CONCLUSIONS 

Based on the above analysis, the following conclu-
sions are drawn:
1. The 2001 NHTS Kentucky standard sample is

partially useable for travel demand modeling,
although its sample size is not large and it pro-
duces unreasonably low trip rates for urban
clusters.

2. The Kentucky add-on sample produces statisti-
cally more reliable trip rates and average trip

TABLE 11  Comparison of Updated and Observed Trip Rates for Rural Areas

Sample

HBW HBO NHB

Mean
SE of 
mean Mean

SE of 
mean Mean

SE of 
mean

Unweighted KY add-on sample 1.06 0.050 4.46 0.140 2.73 0.137

KY standard sample 1.07 0.125 4.62 0.348 2.58 0.259

Updated data 1.06 0.047 4.48 0.130 2.70 0.121

Similar-SE-states sample 1.03 0.045 4.82 0.148 3.02 0.124

Surrounding-states sample 1.19 0.056 5.13 0.152 3.49 0.143

East South Central sample 0.99 0.067 4.88 0.234 2.93 0.193

National sample 1.15 0.023 4.90 0.066 3.18 0.058

Weighted KY add-on sample 1.11 0.054 4.49 0.146 2.83 0.148

KY standard sample 1.22 0.144 4.90 0.375 2.77 0.301

Updated data 1.13 0.051 4.54 0.136 2.81 0.133

Similar-SE-states sample 1.14 0.052 5.16 0.169 3.24 0.139

Surrounding-states sample 1.25 0.060 5.29 0.164 3.66 0.160

East South Central sample 1.13 0.085 5.36 0.279 3.18 0.220

National sample 1.22 0.025 5.09 0.073 3.33 0.064

Key: HBW = home-based work; HBO = home-based other; NHB = nonhome-based; SE = standard error.

Sources: Calculations based on data from 2001 NHTS national sample and Kentucky add-on sample.
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lengths although it is only partially representative
of Kentucky. 

3. The Kentucky add-on sample can be used to
enhance significantly the NHTS Kentucky stan-
dard sample for statewide, rural county, and
small urban area travel demand modeling. The
trip rates generated by combining the Kentucky
add-on sample rates with the Kentucky standard
sample rates using Bayesian updating showed
substantial and consistent improvements. The
Bayesian updating process also improved average
trip lengths by reducing uncertainty in the data.

4. The findings of this study support the conclu-
sions drawn by Wilmot and Stopher (2001) that
transportation planning data can be improved by
combining two or more reasonable datasets into
one, and Bayesian updating seems to be a feasible
method to combine or update transportation
planning data. 

NOTE

At the time this study was conducted, Mr. Mei and
Mr. Cooney were with Wilbur Smith Associates and

Mr. Bostrom was with the Kentucky Transportation
Cabinet.
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TABLE 12  Comparison of Updated and Observed Average Trip Lengths

Sample

HBW HBO NHB

Mean
SE of 
mean Mean

SE of 
mean Mean

SE of 
mean

Unweighted KY add-on sample 25.6 0.604 21.3 0.295 18.7 0.403

KY standard sample 23.7 1.692 20.1 0.690 20.6 0.685

Updated data 25.4 0.422 21.1 0.289 19.2 0.388

Similar-SE-states sample 21.0 0.473 17.1 0.188 18.3 0.285

National sample 21.1 0.194 17.3 0.082 18.6 0.120

Weighted KY add-on sample 25.1 0.610 20.4 0.303 18.0 0.411

KY standard sample 24.2 1.705 20.3 0.711 20.3 0.702

Updated data 25.0 0.428 20.4 0.297 18.6 0.396

Similar-SE-states sample 21.7 0.492 17.6 0.197 18.8 0.308

National sample 21.5 0.199 17.7 0.088 18.6 0.125

Key: HBW = home-based work; HBO = home-based other; NHB = nonhome-based; SE = standard error.

Sources: Calculations based on data from 2001 NHTS national sample and Kentucky add-on sample.
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Using National Data to Simulate Metropolitan Area 

Household Travel Data

ABSTRACT

This paper describes the overall approach to simu-
lating household travel survey data, and provides an
overview of the results from three metropolitan
areas in the United States and two in Australia using
the 1995 Nationwide Personal Transportation Sur-
vey data. The applications we use demonstrate the
benefits of the approach that could save substantial
amounts of money on data collection. We identify
the need for improvement of the approach and pro-
pose a new procedure for simulating trip tours and
their characteristics, instead of trips. The paper con-
cludes by providing the preliminary findings based
on tours as the unit of analysis using the 2001
National Household Travel Survey.

INTRODUCTION

Household travel surveys (HTSs) are increasingly
expensive to undertake (Schofer 2002). In addition,
problems with response rates, misreporting of
travel, and the increasing difficulty of conducting
computer-assisted telephone interview (CATI) sur-
veys make it likely that the HTS as we know it will
have to change significantly in the future. For mod-
eling purposes, sample sizes of 3,000 households
and upwards are required irrespective of the size of
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the region, putting an adequate sample size beyond
the reach of many urban areas. 

Concurrent with the increasing expense and diffi-
culties of obtaining HTS data is the demand for
greater spatial coverage of the sample within a
region to support micro-level planning along trans-
port corridors and within subareas. Finally, there is
greater interest in obtaining statewide HTS data.
This may entail surveys in both small urban and
rural areas, which are potentially more expensive to
conduct than the standard metropolitan HTS. Sur-
vey sample sizes for rural and small urban areas are
likely to be relatively small, although the desire may
still be to produce models for each such geographic
grouping.

In an effort to find an alternative to the large-
scale HTS, recent research has aimed at developing
a method to simulate HTS data (Greaves 2000;
Greaves and Stopher 2000; Stopher et al. 2003).
The method uses distributions of travel characteris-
tics obtained from a nationwide sample that are
updated to a specific locality using a small local
update sample and Bayesian updating with subjec-
tive priors. A Monte Carlo simulation of specific
travel attributes is performed, namely, the number
of trips by purpose, and, for each simulated trip, the
main mode of travel, the time of departure, and the
trip duration. All of the U.S. work reported to date
(covering Baton Rouge, Dallas, and Salt Lake City)
uses the 1995 Nationwide Personal Transportation
Survey (NPTS) as the source for the distributions.
The U.S. distributions have also been used to simu-
late HTS data for Adelaide and Sydney in the Aus-
tralian cases because of the lack of a recent
nationwide travel survey (Stopher et al. 2003;
Pointer et al. 2004). 

Overall, the results so far have demonstrated the
method capable of creating HTS data that are a rea-
sonable approximation to observed data in a variety
of urban settings. This said, several needed enhance-
ments to the methods have also been identified,
chief among them is replacing the trip-based
method with a tour-based simulation method. Fol-
lowing a synopsis of the progress to date, this paper
provides the rationale for this latest development,
together with our initial thoughts on how one
should classify tours for the purposes of simulation

and, ultimately, how to simulate the tours using the
2001 Nationwide Household Travel Survey.

Clarifying the Role of Simulated HTS Data 

While the rationale for simulating HTS data is
apparent, the role those data should play within the
travel forecasting landscape has proven more con-
tentious. At the heart of this debate is whether it is
appropriate to use simulated data as an input to
another modeling procedure that may be based on
different underlying assumptions from those used to
generate the data. If the various elements (e.g., trips,
destination, modes, routes) are modeled separately,
as is predominantly the case in practice, then it is
arguably an appropriate application. However,
problems could arise when the simulated HTS data
are used to estimate models based on interdepen-
dent relationships, which typify most disaggregate
modeling applications. For instance, problems could
exist with the mode-choice step of current proce-
dures, because this is typically done at a disaggre-
gate level. One other area where problems could
occur is within the simulated data because of the
built-in assumptions as to city size and public trans-
port service, albeit averages generated from a
nationwide sample. Nevertheless, it is possible that
there are inherent assumptions that may even run
contrary to those used in an aggregate model of trip
distribution, for example. However, if simulated
data can be generated that are themselves a function
of such things as city size and transport networks,
then this objection would largely evaporate.

In light of this issue and the well-voiced concerns
with conventional models (whose structures have
been somewhat dictated by data restrictions any-
way), the possibility that a simulation-based
approach can generate data for large samples and
even entire populations suggests that a more fruitful
direction could be in the use of national data to esti-
mate travel in a local region.

OVERVIEW OF THE SIMULATION 
APPROACH 

The method proceeds through the steps depicted in
figure 1. Initially, the NPTS data were classified
using the Classification and Regression Tree
(C&RT) method (Breiman et al. 1984) into behav-
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iorally homogeneous groupings based on the perti-
nent trip attributes of interest: trip rates by purpose,
mode, departure times, and trip durations in min-
utes. In the delineation of the categories, while
attempts were made to build characteristics of the
metropolitan area and transport supply directly into
the categories used in the simulation, these added
little to the explanation and therefore were included
indirectly through the local data updating proce-
dures described in a later section.

Table 1 presents the household classifications for
predicting home-work, home-school, and home-
other trip rates used in the simulation (Greaves and
Stopher 2000). The generalized linear modeling
results indicate both the statistical significance of the
groupings (F-statistic) and the proportion of vari-
ance explained by the schemes (R2). The remaining
trip attributes use categories based on household
demographics and the prior simulated attribute.
This is indicated for mode in table 2 for selected trip
purposes.

Having created the categories, we next developed
the distributions for each category. For trip purpose,
the distributions represent the relative frequency
that zero, one, two, or more trips would be pro-
duced by the household for that purpose (illustrated
in figure 2 as a cumulative relative frequency graph
using the example of home-work trips). In the case
of mode, the distributions represent the relative fre-
quency of taking each of the five modes indicated in

table 2 (an example is shown for home-work modal
trips in figure 3).

It should be noted that a considerable amount of
data are required to construct reliable distributions.
In using the 1995 NPTS data, we removed certain
records based on missing data and proxy reporting,
so that the final number of household records avail-
able for the C&RT analysis, the development of fre-
quency distributions, and the Monte Carlo
simulation was 30,400. Our simulation used ran-
dom numbers that were treated as probabilities.
Each probability was then read from the cumulative
distribution and the value corresponding to it
picked from the distribution and assigned to the
household or trip of concern. 

Next a sample of households was drawn (not
micro-simulated) using real households from census
data. In our U.S. applications, we used the 5% Pub-
lic Use Micro-Data Sample (PUMS), providing unit
records for “long-form” households in the decen-
nial census. In the Australian work, the Australian
Bureau of Statistics produces the Household Sample
File (HSF), which contains full unit records for 1%
of the households in the five-year Australian census.
In both cases, to protect the confidentiality of the
records, the geographic location of the household
was given only at a large geographic area level, so
that the actual location of the household, with
respect to the transport system, was not known. In
the case of the PUMS data, households were given

FIGURE 1  Overview of the Approach
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weights in the data, because they were not sampled
uniformly into the PUMS. In using the PUMS data,
prior to sampling, each household was replicated
the number of times appropriate for its weight. In
the HSF data, households were sampled on a strictly
random basis, so that each household represented
100 households.  

Next, a sample design was chosen. In many
HTSs, the sample will be stratified geographically,
and then by household size and number of vehicles
in the household. The first stratification is usually a
disproportionate sample, to ensure that there is
either a statistically or politically adequate sample in
each geographic subregion of the study area (e.g., a

TABLE 1  Categories Used for Selected Trip Purpose Distributions

Trip purpose Categorization scheme Mean
Standard 
deviation GLM results

Home-work 0 workers 0 0 F = 3,228 

1 worker, 0–1 vehicles 1.29 1.05 df = 9

1 worker, 2+ vehicles 1.45 1.09 R2 = 0.489

2 workers, 0 children (0–4), 0 children (5–17) 2.78 1.56

2 workers, 0 children (0–4), 1+ children (5–17) 2.56 1.56

2 workers, 1+ children (0–4), 0 children (5–17) 2.14 1.40

2 workers, 1+ children (0–4), 1+ children (5–17) 2.32 1.39

3 workers, 0 children (5–17) 4.12 2.05

3 workers, 1+ children (5–17) 3.75 1.94

4 + workers 5.56 2.41

Home-school 0 children (5–17) 0 0 F = 14,039

1 children (5–17) 1.30 0.90 df = 4

2  children (5–17) 2.73 1.50 R2 = 0.704

3 children (5–17) 4.16 2.17

4+ children (5–17) 5.46 3.02

Home-other 1 person, 0 workers, 0 vehicles 1.06 1.36 F = 871

1 person, 0 workers, 1+ vehicles 1.92 1.87 df = 15

1 person, 1 worker 1.11 1.42 R2 = 0.300

2 persons, 0–1 workers, 0 vehicles 1.90 2.03

2 persons, 0 workers, 1+ vehicles 3.68 3.01

2 persons, 1 worker, 1+ vehicles 2.93 2.66

2 persons, 2 workers 2.09 2.16

3 persons, 1–2 children (0–4) 2.59 2.18

3 persons, 0 children (5–17), 0 children (0–4) 3.70 3.25

3 persons, 1–2 children (5–17), 0 children (0–4) 4.67 3.50

4 persons, 0–1 children (5–17), 0–1 children (0–4) 5.08 3.49

4 persons, 0–1 children (5–17), 2–3 children (0–4) 2.88 2.38

4 persons, 2+ children (5–17) 6.83 4.81

5+ persons, 0–1 children (5–17) 5.63 4.21

5+ persons, 2 children (5–17) 7.39 5.09

5+ persons, 3+ children (5–17) 9.16 6.29

Key: GLM = generalized linear modeling; F = F-statistic to test the null hypothesis of equal means; df = degrees of freedom; R2 = proportion 
of variance explained by the schemes (within group sum-of-squares/total sum-of-squares).

Note: Trip rates shown are for those categories in the NPTS sample.
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sufficient sample in each county for a multi-county
region). To reduce sampling costs, the household
size and number of vehicles stratification is usually
designed as a proportionate sample. Such a sam-
pling scheme can be used, provided that the census
subdivisions used to record the PUMS or HSF data
correspond roughly to the geographic subregions
for sampling. 

In this case, the unit record data were first
grouped into the appropriate geographic subdivi-
sions for each of which a sampling goal was estab-
lished, so that there was a known distribution of
households required by cell of a household size by
vehicle availability matrix. Households were then
randomly sampled from the unit records. The sam-
pling was undertaken without replacement, because
each household unit record appeared multiple times
in the region, based on its weight. This does mean,

however, that some household unit records may
have been used more than once in a sample, to rep-
resent the appropriate stratified random sample.

Once households were sampled, we had com-
plete sociodemographic data on the household,
allowing us to determine the specific group to which
the household belonged for each travel characteris-
tic to be simulated. This permitted us to draw the
travel characteristics from the appropriate distribu-
tions for each travel characteristic and to simulate
an entire day’s worth of travel for the household.
Initially, we simulated the number of trips by each
trip purpose made by the household. From this
point on, the simulation related to each individual
trip that had been simulated for the household, for
which mode, time of departure, and trip duration
were each simulated, conditional on the preceding
travel characteristics. 

TABLE 2  Categorization Scheme for Travel Mode Simulation (in percent)

Trip purpose Mode categories POV  driver
POV 

passenger Bus
School 

bus
Bike or 

walk

Home-work 0 vehicles 12 34 37 0 16

1 vehicle, 1 worker 91 7 1 0 2

1 vehicle, 2+ workers 65 25 5 0 4

2+ vehicles, 1–2 workers 95 4 0 0 1

2+ vehicles, 3+ workers 87 9 1 0 2

Home-school 0 vehicles 0 12 4 59 24

1 vehicle, 1–3 persons 0 45 3 47 5

1 vehicle, 4+ persons 2 26 4 52 16

2 vehicles, 1–2 persons 50 0 50 0 0

2 vehicles, 3 persons 2 50 0 39 9

2 vehicles, 4 persons 1 37 1 54 7

2 vehicles, 5+ persons 0 44 2 50 4

3+ vehicles, 1–3 persons 21 32 0 47 0

3+ vehicles, 4+ persons 11 37 2 41 9

Home-other 0 vehicles 16 50 14 2 18

1+ vehicle, 1 person (18+),
0 children (5–17)

88 8 0 0 3

1+ vehicle, 2+ persons (18+), 
0 children (5–17)

73 23 0 0 3

1 vehicle, 1 child (5–17) 48 44 0 2 5

2+ vehicles, 1 child (5–17) 62 33 0 1 4

1 vehicle, 2+ children (5–17) 38 48 1 2 11

2+ vehicles, 2+ children (5–17) 49 42 0 1 7

Key: POV = privately operated vehicle. 

Note: Percentages shown are the proportion of trips within each purpose/category using that particular mode.
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In standard Monte Carlo simulation, it is cus-
tomary to make many hundreds of drawings from
the distributions for each characteristic and then to
average the results. However, in our case, because
we were usually simulating thousands of house-
holds and tens of thousands of trips, we found it
unnecessary to use repetitive drawings, especially
when the results were to be used in an aggregate
manner. In effect, the thousands of households for
which travel was to be simulated and the tens of
thousands of trips for which characteristics were to
be simulated approximate the normal Monte Carlo
procedure of multiple drawings.

Bayesian Updating

In the early simulations for Baton Rouge, Dallas-Fort
Worth, and Salt Lake City, we found that while trip
rates were reproduced reasonably well based on a
purely demographic categorization of the population,
not surprisingly, mode shares and trip lengths were

not. To address this, we then included measures of
transportation supply, urban area size, density, and
other contextual measures in the categorization
known to correlate with travel. However, despite
repeated attempts, this approach produced only mar-
ginal improvements in the simulation results. 

As a consequence, we explored alternative meth-
ods in which we assumed that while a full HTS of
3,000 or more households may be out of the budget
of the area of concern, a small HTS of, say, 300 to
750 households might be feasible to adjust/update
the information coming from the national survey.
The original rationale for this approach was taken
from the literature on travel-behavior model trans-
ferability between regions, which consistently dem-
onstrates that the quality of the transfer is
substantially improved if local data (particularly
from a small sample of households) are available to
update model parameters (Atherton and Ben-Akiva
1976; Badoe and Miller 1995). In our case, we

FIGURE 2  Distributions for Simulating Home-Work Trips
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applied similar logic to update the travel data, in
this case by updating the NPTS probability distribu-
tions that drove the simulation.

For this research, we used Bayesian updating
with subjective priors, a procedure used in model
updating (Koppelman et al. 1985). Under this pro-
cedure, an unknown parameter  is related to its
prior distribution and the likelihood function of the
local data by the probability expression:

The critical issue with using Bayesian updating is
to define the prior distribution of . The most
widely used approach is to assume  is normally
distributed with mean  and variance . Similarly,
the sampling distribution of the local data is
assumed to be normally distributed with mean 
and variance .  This assumption (conjugate prior)
enables data from the two sources to be combined
to produce a posterior distribution that is also nor-
mally distributed with parameters  and variance

 that are calculated as follows:

(1)

(2)

Equation 1 shows that  was derived from the
prior and local samples, which had effectively been
weighted by the inverse of their respective variances.
These weights can be altered manually if they are
deemed inappropriate. As a practical matter, the dis-
crepancy in sample size between the update sample
and the NPTS sample meant that without some man-
ual adjustment of weights no effects were observed.
However, it is clearly important that this manual
adjustment is done based on sound reasoning.

The method was applied by updating the frequen-
cies at each appropriate value of the distributions to
be used in the simulation to produce modified distri-
butions. Given that each interval was treated as a
proportion, an estimate was needed for the standard
error of the share (this is actually analogous to the
standard deviation of the sampling distribution of a
sample proportion). This can be derived from the fol-
lowing expression, although it must be noted that
this requires five or more estimates for the assump-
tion of normality to hold.  This was problematic
given the size of the update sample and the level of
disaggregation used in the categorization schemes. 

FIGURE 3  Distributions for Simulating Mode of Travel for Home-Work Trips

Key: HBW = home-based work; POV = privately owned vehicle.
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where the sample proportion x/n is substituted for
p, x = share, and n = sample size.

The impact of Bayesian updating of the distribu-
tions is illustrated by the case of simulating the mode
of travel for home-work trips in Sydney, Australia
(Pointer et al. 2004). In this case, 300 Sydney house-
holds were drawn randomly and their information
used to update the NPTS distributions (shown in fig-
ure 3) to those shown in figure 4. The impact of the
updating is apparent. In particular, the large increase
in rail travel and the decline in car driver trips were
consistent with what we would expect. The evidence
from this updating experiment suggests that a local
sample of about 500 households might be an optimal
balance between the costs of surveying additional
households and accuracy of prediction.

APPLICATIONS

Summary of Previous Applications

In work reported to date, this procedure has con-
centrated on applications for demonstration pur-

poses and has been restricted to running the
simulations to replicate an actual HTS. Initial work
was performed using Baton Rouge as a test case. We
selected Baton Rouge because its household travel
survey was conducted immediately following the
NPTS and used the exact same survey methods and
materials. This meant there would be no intervening
problems of methodological difference in data col-
lection between the survey used for comparison and
the source of the simulation. Results from this test
were encouraging, showing generally only small
numeric differences between the simulations and the
actual HTS (Greaves and Stopher 2000). Subse-
quent work with Baton Rouge data included initial
tests of Bayesian updating, which improved most of
the data fits to the original household travel survey
(Greaves 2001).

Since the original Baton Rouge work, the meth-
ods have been tested in four regions with markedly
different demographic, transport, and urban form
characteristics: Dallas-Fort Worth, Salt Lake City,
Adelaide, and Sydney. In the case of the two Austra-
lian cities, the original NPTS distributions served as
the source of the simulated travel data and the HSF

FIGURE 4  Distributions for Simulating Mode Using an Updated Sample of 
300 Households (Sydney)

Key: HBW = home-based work; POV = privately owned vehicle.
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was used as the source of the local demographic
data. In all cases, while there were numerical differ-
ences in most of the travel characteristics produced
from the simulations, aggregate totals of trips by
purpose, by mode, by time of day, and by trip dura-
tion were generally within 2% to 5% of the actual
results of the household travel surveys (Stopher et
al. 2001; Stopher et al. 2003). In all cases, Bayesian
updating produced marked improvements in these
figures. In the Sydney application, we also explored
the effects of sample size requirements for the Baye-
sian updating, concluding a sample of about 500
households represented a minimum desired number
in this particular case (Pointer et al. 2004).

Potential Uses of the Simulations

Overall, the results have been encouraging. Using a
Monte Carlo simulation of travel characteristics
appears to be viable to replace or augment standard
household travel surveys, especially if Bayesian
updating is undertaken with a small local sample
(about 500 households) for updating purposes. In
the United States, it has been suggested that simu-
lated data could be used to create a database for
smaller metropolitan areas that lack sufficient
resources to undertake a full HTS (i.e., a sample of
3,000 or more households). In place of this, such
areas can undertake a small sample of about 500
households and then undertake simulation of a
sample as large as may be desired, up to and includ-
ing the entire metropolitan population.

In Australia, somewhat different applications
have been suggested. First, it can be used as a means
to increase the sample available for subregional and
corridor planning, where a small sample may be
available from a metropolitan HTS that can be used
for Bayesian updating. Second, it can be used to
augment the sample sizes for extending metropoli-
tan surveys into the nonmetropolitan areas of states
or to full statewide surveys. In this context, a state
may be subdivided into regions and a small sample
drawn for each, which is then extended by simula-
tion to provide a much larger sample for each major
area of the state.

The simulated data represent a much cheaper
option than a full HTS. In general, the creation of a
simulated dataset of almost any size, with Bayesian

updating, would cost about $20,000 to $30,000. A
small sample of 500 households, using current aver-
age costs for a CATI survey, is likely to cost about
$100,000, giving a total cost of the simulated
dataset of less than $130,000. This compares favor-
ably to the cost of a full survey of 3,000 or more
households, which could cost in excess of $500,000.

In all of the above applications, the data could be
used just like actual HTS data, that is, as an input to
model estimation or calibration. However, as sug-
gested in the early part of this paper, another alter-
native is to apply the data directly in forecasting.
This could be done with a second simulation, in
which the future characteristics of households are
simulated from the present, using an available
microsimulation procedure (Chung and Goulias
1997) and then re-running the simulation of the
travel characteristics with the new distribution of
household demographics. 

Limitations of the Current Simulation 
Methods

One limitation of the simulation procedure is that
the lack of transport system characteristics will
show little or no difference in travel patterns, irre-
spective of changes made to the transportation sys-
tem. That is, total numbers of trips by purpose, by
mode, by time of day, and by trip length would not
vary as changes are made to the system, in contrast
to travel patterns revealed by trip distribution and
assignment models, where the actual destinations
and routes chosen may change. However, modeling
trip distribution and assignment is generally not
possible as a result of the lack of geographic speci-
ficity in the simulation.

Another problem that arises from current simula-
tions is that disaggregation of the simulated data will
reveal potential inconsistencies in the data. In this
procedure, trips are simulated independently of each
other, even at the household level, which results in
two undesirable properties. The first applies to
households and individuals making no trips. The
simulations always underestimate the number of
households reporting no travel on the travel day
compared with the actual HTS. This occurs because
of the independence in the generation of trip num-
bers by purpose. The probabilities associated with
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zero trips for any purpose are generally quite small.
The simulated probability of a household making no
trips is the product of the individual probabilities of
zero trips for all trip purposes, which will be very
low. In reality, there is interdependence among the
trips and also in a household generating no trips on a
given day. For example, a household with workers,
none of whom make a work trip on a given day, may
be much more likely to be a zero-trip household.
This interdependence is not present in the trip-based
simulations.

The work-around for this problem in the applica-
tions described in the previous subsection was to
estimate values for trip-making households only
and compare them, and then to estimate the number
of zero trip-making households separately, based on
the actual HTS. This works when there is an actual
HTS but becomes problematic when the simulation
is performed as a substitute for an HTS. 

The second inconsistency arises from the inde-
pendence of the simulations of both trips by pur-
pose and the characteristics of each trip. The
following scenario could occur in a simulation. A
household is simulated to have three home-based
work (HBW) trips, one home-based school (HBSch)
trip, one home-based shopping (HBSh) trip, and
one nonhome-based (NHB) trip. The household has
two workers (both adults) and one school age child.
The first problem is that some members of the
household may be unable to return home, because
there are not sufficient return trips to get everyone
home by the end of the day. For example, we could
hypothesize that one person went to work, came
home, and did nothing else (two HBW trips). A sec-
ond person could have gone to work, then gone
from work to shop, and then returned home (one
HBW trip, one NHB trip and one HBSh trip). The
child in the household then went to school, but
there is no trip left to get the child home again. In
addition, the mode of one HBW trip might be car
driver, one might be car passenger, and one might be
bus, while the HBSch trip is by walk, the HBSh trip
is by bicycle, and the NHB trip is by bus. This
makes little sense, because the car is not driven
home by a household member, and the bicycle also
either never returns home or is picked up at the
shopping location. Furthermore, times of day may

not match our inferences here—all the HBW trips
and the HBSh trip may have a morning time of
departure, while the HBSch and NHB trips may
have an afternoon departure time. There is also no
reason for the durations of these trips to resemble
one another. Another problem would be a house-
hold that is simulated as making one trip only,
which might even be a NHB trip.

In aggregate analysis, none of the above matters,
because the trip totals by purpose, mode, time of day,
and duration will provide reasonable descriptions for
a population. However, these aspects of indepen-
dence in the trip simulation make it impossible to dis-
aggregate the data below a certain point and also
preclude the simulation of the geographic location of
trip ends. Therefore, to be able to introduce the geo-
graphic aspects of trip making into the simulated
data, it is clearly necessary to change the simulation
procedure so that disaggregation is possible and pro-
duces sensible results. In addition, dependence among
simulated trips will also permit better simulation of
the number of nonmobile households on a given day.
How dependence on the transport service can be
introduced is more problematic and is not directly
solved by the steps that may be necessary to intro-
duce trip dependence. However, these issues are
explored more in the next section of this paper.

SIMULATING TOURS

Our initial thinking on how to resolve these prob-
lems was to simulate first whether a household
would make trips or not, then the (nonzero) number
of trips, and then the purposes of those trips. How-
ever, while this would deal with two of the prob-
lems, namely the correct number of zero-trip
households and having an appropriate number of
trips for a household, it would not take care of the
problem of simulating illogical or unrealistic combi-
nations of trip purposes, departure times, or trip
durations. On further consideration, it seemed most
productive to move away from simulating trips to
simulating tours instead. 

We define a tour, similar to the Adler and Ben-
Akiva (1979) definition of it in their early work, as a
“set of consecutive trip links that begin and end at
an individual’s home.” We chose to depart from this
by using a set of trip links that may begin and end at
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home, defining a home-based tour, or that may
begin and end at work, defining a work-based tour.
This conforms a little more closely to a definition
suggested by Axhausen (2000) that a tour is any
sequence of trip links that begin and end at the same
location.

Home-based or work-based tours can also be
either simple or complex. A simple tour involves
only one other activity and is accomplished with
two trips, for example, a trip from home to work,
followed by one from work to home, or a trip from
home to shop and a trip from shop to home. A com-
plex tour is any tour involving multiple stops, such
as a trip from home to school to work to shop to
school to home. Both work-based tours and home-
based tours can be simple or complex.

The literature describes many possible ways to
classify tours. We have followed a scheme proposed
by Strathman and Dueker (1995) and modified by
O’Fallon and Sullivan (2004). Table 3 presents
O’Fallon and Sullivan’s classification where stops
shown in parentheses may occur zero, one, or more
times. We modified this further to separate out the
simple from complex tours. Also, at this stage, it is
not clear that the simulation would call for as many
classifications into “to work,” “from work,” etc.
Our preliminary modification of this is shown in
table 4. The same interpretation of the stops in
parentheses applies in table 4 as in table 3.

The next issue was how to simulate the tours.
There are two approaches, referred to in the literature
as sequential and simultaneous/holistic approaches.

TABLE 3  O'Fallon and Sullivan's Classification of Tours

Tour Tour description Sequence
1 Simple work h – w – h 

2 Multipart work h – w – (w) – w – h

3 Composite to work h – nw/e – (nw/e/w) – w – h

4 Composite from work h – w – (nw/e/w) – nw/e – h

5 Composite to and from work h – nw/e – (nw/e/w) – w – (nw/e/w) – nw/e – h

6 Composite at work h – w – (nw/w/e) – nw/e – (nw/w/e) – w – h  

7 Simple/multipart education h – e – (e) – h 

8 Composite education and nonwork h – nw – e – h and h – (nw) – nw – h  

9 Simple nonwork/non-education h – nw/ne –h 

10 Multipart nonwork/non-education h – nw/ne – nw/ne – (nw/ne) – h 

Key: h = home; w = work; e = education; ne = non-education; nw = nonwork.

TABLE 4  Proposed Tour Classification for Simulation

Tour Tour description Sequence

1 Simple home-work h – w – h 

2 Simple education h – e – h 

3 Simple nonwork/non-education h – nw/ne – h 

4 Simple work-based w – nw/e/w – w 

5 Complex home-work

h – w – w – h and h – nw/e – (nw/e/w) – w – h and 
h – w – (nw/e/w) – nw/e – h and 
h – nw/e – (nw/e/w) – w – (nw/e/w) – nw/e – h

6 Complex education
h – nw/ne – (nw/e) – e – h and h – e – (nw/e) – nw/ne – h 
and h – nw/ne – (nw/e) – e – (nw/e) – nw/ne – h

7 Complex nonwork/non-education h – nw/ne – nw/ne – (nw/ne) – h

8 Complex work-based w – nw/e/w – nw/e/w – (nw/e/w) – w 

Key: h = home; w = work; e = education; ne = non-education; nw = nonwork.
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Sequential approaches involve the incremental gener-
ation of each trip or activity in the tour, based on pre-
vious elements of the tour (Kitamura et al. 1997).
Simultaneous approaches involve the initial genera-
tion of the entire tour/pattern; such an approach is
used in the TRANSIMS framework, where activity
tours are generated for each household (Vaughn et al.
1997). Evidence and intuition suggest entire tours
may provide a more tangible method by which to
categorize households, which is an essential compo-
nent of the methodology we are developing (Kulkarni
and McNally 2001).

A cautionary note on the simultaneous approach
is that, in defining categories of tours, complex and
rare chains must not be excluded, because this will
result in an underestimation of the number of trips.
For simple tours, this is not a problem. However,
for complex tours, which may involve (based on our
preliminary analysis of the U.S. National House-
hold Travel Survey (NHTS) reported below) up to
15 stops on a tour, this is an issue. We, therefore,
took a two-tiered approach in which we first simu-
lated whether the tour was simple or complex.
Then, for each complex tour, we simulated the num-
ber and subsequent purpose of each stop on the
tour. In essence, this combined elements of both the
simultaneous and sequential approaches.

USING THE NHTS AS A SOURCE OF 
TOURS

We processed the NHTS data into 47,648 tours,
starting from 134,400 trips. In comparison, O’Fal-
lon and Sullivan (2004) reduced 124,089 trips to
37,565 tours from the 1997/1998 New Zealand
HTS. This represents a reduction to 30.3%, which
is very similar to the 35.5% reduction that we
achieved. 

From the classification into tours, 22 tours were
from home to home with no intervening stops.
These were presumably for such activities as exer-
cise, walking the dog, or simply where something
was forgotten and the trip was abandoned for a
return to home. There were 81 tours that included
missing purposes. These required additional pro-
cessing to be usable, but were included in the
unclassified group of trips in the following analysis.
There were also eight trip chains that did not repre-

sent a tour, because they did not start from either
home or work and did not end at the place where
they started. These may also be erroneous records
and will be checked further.

We found that the maximum number of interme-
diate stops in a tour was 14. There were only six
tours that had this many stops. The typology of table
4 requires considerable further manipulation of the
data to determine how many tours of each type exist
in the NHTS data. This manipulation has not yet
been done, including splitting out the work-based
tours. However, to give an idea of the profile of tours
in the NHTS data, table 5 presents a basic count. It is
interesting to note, from this preliminary analysis,
that simple tours comprise a total of 59.7% of all
home-based tours. Of the complex tours, just under
one-third involve an initial stop at work or school.

CONCLUSIONS

Previous research, using the 1995 NPTS data and
PUMS or the HSF, has shown that simulating house-
hold travel characteristics using a Monte Carlo simu-
lation, especially with Bayesian updating with
subjective priors, produces reasonable approxima-
tions to actual travel characteristics obtained from
HTSs. This suggests that this simulation method may
be highly productive for generating HTS data, espe-
cially under circumstances where budgets do not per-

TABLE 5  Count of Tours from NHTS by 
Simplified Types

Tour description Count Percent

Simple home-work 5,700 12.0

Simple education 4,495 9.4

Simple shop 4,301 9.0

Simple social-recreational 5,494 11.5

Simple personal business 1,901 4.0

Simple meal 1,888 4.0

Simple medical/dental 763 1.6

Simple serve passenger 2,783 5.8

Simple other 10 0.0

Complex home-work 7,072 14.8

Complex home-education 2,103 4.4

Complex home-other 9,546 20.0

Unclassified 1,599 3.4

Total 47,655 100.0
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mit collecting a normal sample size or where needs
exist for much larger than usual samples.

This paper presents some shortcomings of the
original approach, particularly issues relating to the
independent simulation of trips and their characteris-
tics. These appear to be susceptible to mitigation by
changing from a trip-based to a tour-based simula-
tion. In light of that, we have also shown that the
2001 NHTS appears suitable as a source of data for a
Monte Carlo simulation of household tours. In addi-
tion, preliminary analysis of the tour-based data indi-
cates that the NHTS data contain a sufficient number
of tours for the distributions, while there is scope for
exploring some alternative typologies of tours that
may be more useful for simulation. The tour-based
approach is also a necessary step for including a geo-
graphic simulation of the stop locations. The geo-
graphic simulation is essential if the resulting trips are
to be loaded on a network, in order to investigate
impacts on transport infrastructure, etc.

The NPTS data originally, and now the NHTS
data, represent an invaluable resource for this work.
The transfer of the distributions to Australia has
worked better than expected. Given that there are
still relatively few nations that undertake a nation-
wide travel survey on a periodic or continuing basis,
the U.S. nationwide surveys have made an impor-
tant contribution to this field of research.
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Travel Surveys: Methodological and Technology-Related 

Considerations

ABSTRACT

This paper discusses considerations for the next series
of personal travel surveys conducted by the Depart-
ment of Transportation. After a brief discussion of
the current National Household Travel Survey
(NHTS) design, a broad range of methodological and
design considerations are introduced—often in the
context of other federal surveys and household travel
survey experiences. This paper introduces topics such
as whether the current design allows the NHTS to
fulfill major objectives of the survey, the efficacy of
simultaneous collection of daily and long-distance
travel, considerations for improvement of data qual-
ity, the need to improve response rates, and the desire
to maintain data on travel behavior trends. 

BACKGROUND

Objective

The primary objective of this paper is to introduce
and discuss survey methodology considerations for
the next series of personal travel surveys conducted
by the U.S. Department of Transportation (DOT).
After a brief discussion of the current National
Household Travel Survey (NHTS) design and issues,
a broad range of methodological and design consid-
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erations are introduced, often in the context of
other federal surveys and household travel survey
experiences. In addition, the following questions are
posed that must be carefully considered in designing
the next series of personal travel surveys. 

� Does the current design allow the NHTS to fulfill
major objectives of the survey? 

� Can daily and long-distance travel effectively be
captured in the same survey effort?

� What changes should be considered to improve
the overall quality of the NHTS data? 

� What are the most important improvements? 

� How might new technologies be incorporated
into the design?

� What methods to improve response rates have
proved effective in other surveys?

� How can these changes be implemented, yet
allow for the ability to monitor travel behavior
trends?

History and Current Methodology

The 2001 NHTS combined a daily travel survey, the
Nationwide Personal Transportation Survey (NPTS),
and a long-distance travel survey, the American
Travel Survey (ATS). Both predecessor surveys were
last conducted in 1995. The goal in combining the
two surveys was to build a more comprehensive pic-
ture of household travel while reducing the cost and
respondent burden.

The 2001 NHTS primarily employed the 1995
NPTS design with an expanded and more detailed
long-distance travel section (i.e., trips of 50 miles or
more) added at the end of the interview. The design
consisted of a cross-sectional, random-digit dial
(RDD) sample of approximately 26,000 households
and 60,000 persons nationally, with additional sam-
ples in nine states and metropolitan areas.1 All inter-
views were conducted via telephone using a two-
stage data-collection design. Interviews were con-

ducted over a 14-month period, March 2001 to
May 2002, to capture travel throughout the year. 

Sampled households (with matched addresses)
first received an advance letter with a $5 incentive,
followed by a telephone screener interview to collect
basic household information, and finally an
extended telephone interview to collect trip detail
from all household members on their assigned travel
day and travel period. The travel day was pre-
assigned for each household to ensure equal repre-
sentation among days of the week and across the
entire year. The travel period for long-distance travel
was defined as the four-week period prior to and
including the travel day. Attempts were made to col-
lect travel information on all persons in the house-
hold. In order to be considered a completed or
useable household interview, interviews had to be
obtained from at least 50% of all household adults.
Proxy interviews were required for all children under
14 years of age and were allowed, only in very lim-
ited situations, for adult household members.

Issues and Constraints 

One of the greatest challenges of any statistical sur-
vey is producing high-quality, useful data with a
limited budget and resources. This will likely be an
even greater challenge with the next series of per-
sonal travel surveys. In 2002, DOT commissioned
the Transportation Research Board and the Com-
mittee on National Statistics to review and evaluate
the NHTS. The group suggested several improve-
ments that will need to be carefully addressed in the
next survey (TRB 2003). In addition, federal statisti-
cal surveys are obligated to adhere to the policy and
guidelines of external stakeholders, most notably
Congress and the Office of Management and Bud-
get (OMB).2 

In June 2004, OMB in conjunction with the Fed-
eral Committee on Statistical Methodology, drafted
a revised series of standards and guidelines for all

1 Five states (Hawaii, Kentucky, New York, Texas, and
Wisconsin) and four metropolitan areas (Baltimore, MD;
Des Moines, IA; Lancaster, PA; and Oahu, HI) purchased
an additional sample for their areas through the NHTS
“add-on” program.

2 The Paperwork Reduction Act of 1995 requires federal
agency requests submitted to OMB, “. . . to use effective
and efficient statistical methodology appropriate to the
purpose for which information is to be collected and
directs OMB to develop and oversee the implementation
of government-wide policies, principles, standards, and
guidelines concerning statistical collection procedures and
methods.”
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federal surveys.3 Finally, the Confidential Informa-
tion Protection and Statistical Efficiency Act of
2002 (CIPSEA),4 enacted in December 2002, man-
dates more stringent procedures pertaining to the
collection, protection, and release of federal survey
data. This legislation has significant implications for
the accessibility of NHTS data and can impact what
data are collected.

With the exception of modest changes,5 the
NHTS design remained largely consistent for the col-
lection of daily travel with that of the 1995 NPTS.
Thus, the repeated design helped to preserve daily
travel trend analysis over time. The long-distance
travel component, however, underwent significant
changes in definition, content, and methodology as
compared with the 1995 ATS. Some key issues faced
in conducting the 2001 NHTS and some important
considerations for the next series of passenger travel
survey(s) follow.

Sample size and methodology significantly
changed for the long-distance component. The
number of sampled households was reduced from
almost 70,000 (1995 ATS) to 26,000 (2001 NHTS).
The long-distance trip definition was also revised to
include trips of 50 miles or more away from home
(as compared with 100 miles in the previous sur-
vey). Long-distance trips were collected once for a
four-week reference period, as compared with four
waves of interviews over a one-year period. These
changes resulted in a sample of far fewer long-dis-
tance trips, diminished ability to track long-distance
travel trends, and difficulty in producing annual and
seasonal long-distance travel estimates. In addition,
the smaller sample size all but eliminated the ability
to produce lower level geographic estimates and
analyze travel flows. 

Response rate to this multistage telephone survey
was 41%. One of the biggest challenges for the
2001 NHTS was obtaining a high response rate,
primarily meant to reduce the impact of non-
response bias likely in surveys with lower response

rates. In spite of many efforts—use of incentives,
refusal aversion training for interviewers, refusal
conversion—the 2001 survey achieved a household
response rate of 41%. Given the complexities of the
survey and the difficulty of achieving high response
rates in an RDD design, the response rate was con-
siderably lower than what is commonly expected in
a federal statistical survey and the survey was only
reluctantly approved by OMB. 

Technology with positional information should be
considered in future surveys. Research in the last 10
years suggests that using global positioning systems
and, perhaps, cellular phone technology can be effec-
tive tools in capturing trips that are often missed
using self-reported methods. Expenses incurred for
incorporating these technologies have dropped dra-
matically as hardware costs decline, particularly in
light of the Federal Communications Commission
directives for positional accuracy for emergency calls
(FCC E911). While many benefits may be gained, the
decision must also consider the potential tradeoffs in
cost, data quality, and statistical reliability. 

Consideration of alternative sample design and
data-collection methodology. The next series of pas-
senger travel surveys should consider different sam-
pling strategies and data-collection methodologies
to address concerns related to coverage, non-
response, timeliness, and operational efficiency. 

SURVEY DESIGN CONSIDERATIONS

Alternative Survey Designs

Survey designs can generally be classified into two
broad categories on the basis of whether they obtain
repeated measurements on the sample of units over
time: panel surveys do and cross-sectional surveys
do not. In the United States, most travel surveys rely
on one-time cross-sectional designs to collect infor-
mation on travel consumption and behavior (Tou-
rangeau et al. 1997). The NPTS/NHTS series can be
most accurately described as a repeated cross-
sectional design, since essentially the same survey is
repeated over time with different samples using very
similar survey questions and procedures.6 Given the

3 Office of Management and Budget, memorandum to
the Interagency Council on Statistical Methodology, June
4, 2004.
4 See http://frwebgate.access.gpo.gov/cgi-bin/getdoc.cgi?
dbname=107_cong_public_laws&docid=f:pub1347.107.pdf.
5 See appendix A for a more comprehensive list of
changes in survey design.

6 Modest changes were implemented between data collec-
tions to improve overall data quality. These revisions
made analyzing trends across years more difficult. See
appendix A for a more detailed description of changes. 
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significant changes in long-distance travel data col-
lection in the 2001 NHTS, the 1995 ATS is more
accurately defined as a single, cross-sectional survey.
(Although respondents were interviewed four differ-
ent times, similar to a panel survey, this design was
used to pool estimates over a one year period and
not analyze the change within households between
interviews.) Table 1 describes four common travel
survey designs, along with a brief description of
advantages and disadvantages, and provides exam-
ples of each. 

Other countries have transformed many large
cross-sectional and panel surveys into continuously
repeated surveys for many of the same reasons cur-
rently given for transitioning the decennial census
“long form” into the continuously collected Ameri-
can Community Survey. Primary reasons include:
1) to flatten the budget for all years, rather than
having high peaks during periodic data collection;
2) to retain staff expertise, both in field implemen-
tation, data processing, and data analysis; and 3) to
improve estimates over time (i.e., national-level
data are more timely while retaining the ability to
make small area estimates over time). Some exam-
ples of national household travel surveys that are
conducted continuously include: 

� United Kingdom Travel Survey—ranges from
3,500 to 10,000 households per year; 

� Household Travel Survey (HTS) for the Greater
Metropolitan Region of Sydney, Australia—
about 5,000 households per year; and 

� German Mobility Panel (MOP), which is a rotat-
ing panel. 

However, as smaller samples are collected each year,
multiple years of data are required for reporting
subpopulations, including geographic subregions or
subgroups based on sociodemographic or economic
characteristics, such as a specific age or income
group. 

Sample Design 

Sample Frame

For the purpose of making objective statistical infer-
ence, the sample must be selected using probability
methods, that is, where everyone in the target popu-
lation has a known, non-zero probability of selection

(Kish 1965). Likewise, the sample frame utilized in a
national probability sample must be complete, accu-
rate, and up-to-date to ensure adequate representa-
tion of the larger target population. For telephone
surveys, problems with completeness of frame
include the growing number of persons who have
only a cell phone and who are not included due to
costs incurred by potential respondents for incoming
as well as outgoing calls, and the small number of
households without telephones. For address-based
surveys, the completeness of the address list must be
evaluated. For example, the Census Bureau has a
“Master Address File” that is updated with a U.S.
Postal Service Delivery Sequence File. Omissions of
certain groups in the sample frame can introduce
coverage bias because of the exclusion of these
groups.

To the extent that the nontelephone households
differ from telephone households in their travel
behaviors, coverage bias makes the results less rep-
resentative of the U.S. population. According to the
2000 Census,7 the number of households without
telephone service was estimated to be 2.4%. While
the number of households without telephone service
has decreased in the last decade, the number with
only a cell phone is rising. A recent analysis using
the February 2004 Current Population Survey sup-
plement estimated the number of cell-phone only
households to be as high as 6% (Tuckel and O’Neill
2004). In addition, these households were found to
be disproportionately single-person, central city, and
renters. 

Address frames are subject to errors of omission
as well. In the pre-test of the 2001 NHTS, it was esti-
mated that the address frame contained addresses
for 90% to 95% of households (USDOT  2001).

As a result of continued problems with popula-
tion coverage (and low response rates,) the future of
RDD-only design remains in question. A number of
other sample frame options exist, but each intro-
duces other disadvantages related to survey costs,
data-collection methodology, response rates, and
estimation. Table 2 summarizes the sample frames
currently being used by other national surveys,
along with some associated benefits and limitations.

7 See http://www.census.gov/hhes/www/housing/census/
historic/phone.html.
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TABLE 1  Comparison of Four Designs for Passenger Travel Surveys

Single cross-
sectional

Repeated cross-
sectional Longitudinal panel Rotating panel

Description A single sample of 
households or 
individuals complete 
survey during a single 
period of time 

Different samples of 
households or individuals 
complete survey for 
multiple periods of time

Same sample of 
households or individuals 
complete survey for 
multiple periods of time

Same sample of 
households or individuals 
complete survey for 
multiple, specified time 
periods.  Sample 
gradually, occasionally 
replaced with new sample 
(cross between repeated 
cross-sectional and 
longitudinal designs)

Advantages • Provides snapshot of  
behavior for given time 
period

• Typically provides 
more representative 
sample of population of 
interest

• Eliminates potential 
response bias due to 
respondent 
“conditioning” resulting 
from participating 
multiple times

• Provides snapshot of  
behavior for given time 
periods

• Typically provides more 
representative sample of 
population of interest

• Eliminates potential 
response bias due to 
respondent “conditioning” 
resulting from 
participating multiple 
times

• Allows for comparisons 
of population between 
field periods (assuming 
similar survey conditions)

• Allows for analysis of 
change in behavior of 
same units due to 
changes in environment 
and other factors (cause 
and effect analysis)

• Cost and resource 
efficiencies in 
subsequent waves from 
building off of previous 
interviews

• Allows analysis of 
change in behavior of 
same units due to 
changes in environment 
and other factors (cause 
and effect analysis)

• Allows for long-term 
analysis of population 
change (longer than the 
duration of a longitudinal 
study)

• Cost and resource 
efficiencies from building 
off of previous interviews

Disadvantages • Does not permit 
analysis of changes over 
time; cannot track trends

• Operationally, higher 
costs often incurred to 
initiate a project; costs 
and resources not 
evenly distributed and 
maintained

• Potential “telescoping” 
effects

• Limited change can be 
implemented across 
enumerations to allow for 
population  trend analysis

• Does not allow  for 
analyzing behavior and 
change among same 
sample units

• If not continuously 
conducted or with small 
time lag between 
enumerations, cost and 
resources not evenly 
distributed and 
maintained

• Potential "telescoping" 
effects

• High respondent 
burden and panel 
attrition

• Response bias due to 
respondent conditioning

• High cost of 
respondent tracking (e.g., 
following “movers”)

• More complicated 
weighting and estimation

• Potential “seam” effects

Though often less than 
nonrotating panel, still 
subject to:

• High respondent burden 
and panel attrition

• Response bias due to 
respondent conditioning

• High cost of respondent 
tracking (e.g., following 
“movers”)

• Even more complicated 
weighting and estimation

• Potential “seam” effects

Examples • The American Travel 
Survey (1995)

• National Household 
Travel Survey

• American Community 
Survey

• UK National Travel 
Survey

• Sydney Household 
Travel Survey

• Dutch National Mobility 
Panel

• Puget Sound 
Transportation Panel

• German Mobility Panel

• Current Population 
Survey



102 JOURNAL OF TRANSPORTATION AND STATISTICS V8, N3 2005

Other sample frame alternatives are currently
being researched, yet they pose many coverage
issues and operational difficulties for household
travel surveys, even as a dual-frame or mixed-mode
approach. Internet surveys, for example, offer lim-
ited household coverage, because less than half
(41.5% from the 2000 Current Population Survey8)
of U.S. households have access to the internet.
Offered as another alternative data-collection mode,
they appear to have more merit, but results to date
have been mixed with frequent reports of low

response and other data quality issues. In addition,
the use of cellular telephone sampling frames is also
limited, because no comprehensive list of cellular
telephone numbers exists. 

Sample Size
The number of units to sample is another key deci-
sion in the survey design. In choosing the required
sample size, these factors should be considered:

� the desired level of precision for the survey esti-
mates (including needed levels of geography and
for subgroups);

TABLE 2  Alternative Sample Frame Designs

Area frame List frame 
Retired sample 

(area or list) Dual frames

Description Frame consists of 
smaller geographical 
units (e.g., county or 
county clusters) of the 
country; involves a multi-
stage approach to 
selecting sample units, 
the first being selected 
areas 

A frame compiled from 
a listing of the target 
population unit (typically 
people, households, or 
establishments)

Sample frame 
constructed or borrowed 
from rotated out or 
“retired” frames 
(typically area or list 
sample frames) 

Utilization of more 
than one frame (e.g., 
random-digit dial 
and area)

Advantages • Often provides more 
complete coverage of the 
target population

• Efficiencies in (in-
person) interviewing 
because of clustered 
design

• Often provides more 
complete coverage of 
the target population 
(assuming lists are 
up-to-date)

• List often contains 
auxiliary information that 
can be used for sampling 
or data-collection 
purposes

• More cost-effective 
sample frame, because 
it has already been 
listed/compiled

• Provides already 
collected unit 
information that can be 
used for sampling and 
data-collection 
purposes

• Can provide for 
more cost-effective 
survey design 

• Can help to 
address coverage 
issues

Disadvantages • Data-collection costs 
are typically much more 
expensive, because 
sampled households 
cannot always be 
interviewed by less 
expensive data-
collection modes, e.g., 
by mail or telephone.

• Precision of resulting 
survey estimates is often 
negatively impacted 
because of clustered 
(areas) sample design

• Cost and resource 
limitations sometimes 
make this option 
unaffordable

• Appropriate, accurate 
lists do not always exist 
(or are not accessible)

• Effect of respondent 
burden and fatigue 
resulting from prior 
survey participation

• Coverage can 
become an issue if the 
list is not updated or 
new growth in the area 
is not accounted for

• Adds complexity to 
sampling, weighting 
and estimation

• Can increase 
overall data-
collection costs 
(especially when 
combining with area 
frame)

Examples • Current Population 
Survey (Bureau of Labor 
Statistics—BLS)

• American Community 
Survey (Census 
Bureau)

• 1995 American Travel 
Survey

• 2003 American Time 
Use Survey (BLS)

• National Survey of 
America’s Families 
(NSAF) (Urban 
Institute)

8 See http://www.census.gov/prod/2001pubs/p.23-207.pdf.
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� the sample design and resulting design effect; and

� factors likely to impact achieved sample size—
nonresponse, eligibility rates, and attrition (for
panel designs).

With these factors in mind, the 2001 NHTS was
designed to achieve interviews from approximately
25,000 households and 60,000 individuals within
these households. This resulted in the collection of
approximately 250,000 daily trips and 45,000 long-
distance trips. This sample size allows for reliable
estimation of many national-level trip characteris-
tics for both daily and long-distance travel, but
affords very limited estimation for lower levels of
geography.9 

Long-distance trip analysis was greatly affected
by the sample size. The 2001 NHTS captured less
than 5% of comparable trips captured by the 1995
ATS (i.e., noncommuting trips of 100 miles one
way), resulting in the inability to make state esti-
mates or analyze flows between states and major
metropolitan areas. In addition, only limited analy-
sis can be performed for rarer transportation modes
(e.g., trips by bus and train) and for certain subpop-
ulations (e.g., elderly travelers). The sample size
would need to be increased substantially in order to
ensure reliability of estimates at lower levels and for
rarer groups, as well as to measure flows; however,
an increase would be very costly.

Subgroups of Interest

As mentioned above, the NHTS sample size posed
limitations for specific analyses due to the small size
of the geographic and demographic subgroups. The
2001 NHTS national design included one stratum
for metropolitan areas (MSAs) with rail service, but
otherwise did not oversample specific, rarer groups.
Historically, the NHTS sample design and size has
limited the analysis of several important transporta-
tion modes and groups. A description of a few of
these follows.

Transit users. Personal vehicle use dominates pas-
senger travel and accounts for nearly 9 out of 10
trips in this country. Analysis of lesser used but
important transportation modes, such as transit, is
limited due to both the small sample and, in some
cases, geographic sensitivity. Analysis of transit
behavior has relied heavily on decennial census
information on the share of transit for “usual mode
to work” and the NHTS for transit share for all
trips, regardless of purpose. These results are often
cited by Congress in decisions related to transit
investments. The add-on program in the NHTS that
allows states and metropolitan planning organiza-
tions to purchase additional samples provides a dis-
proportionate number of cases in certain
geographical areas. For example, the New York state
add-on sample in the 2001 NHTS also resulted in an
unintended benefit. The New York metropolitan
area has nearly 40% of the U.S. transit market based
on the Federal Transit Administration National
Transit Database. The addition of the New York
add-on sample allowed for a unique analysis of tran-
sit behavior in an area representing the largest share
of transit use. The added sample, reweighted for
national estimation, also provided modest gains in
precision for transit estimates at the national level.

Households without vehicles. Data from the
2001 NHTS showed that approximately 8% of
households were without a vehicle for regular use.
In the United States, households without vehicles
are thought to include two main groups: 1) people
who live in high-density urban neighborhoods (e.g.,
Manhattan, downtown Chicago, San Francisco, or
Washington, DC) with good transit and taxi accessi-
bility, and 2) recent immigrants who have not
acquired a car (Murakami 2003; Pisarski 1996).
Those in the second group may be less likely to par-
ticipate in a national travel survey for several rea-
sons: language barriers, potential distrust of
government activities, and different concerns about
privacy and confidentiality. 

Race and ethnic groups. African Americans have
been less likely to respond to travel surveys than
white households. Little documentation is available
on participation rates by Hispanic households in
transportation surveys. However, larger households
are more likely to fail to complete travel surveys as

9 Reliable aggregated estimates can be made for the nine
census regions (and divisions based on metropolitan area
size and the presence of rail). An exception to limited geo-
graphical analysis is the selected add-on areas; nine states
and metropolitan areas purchased additional samples for
their areas to obtain a more reliable estimation.
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the burden of reporting is greater, and this finding
may affect participation by Hispanic households
(Murakami and Watterson 1992; DRCOG and Par-
sons 2000; Nustats 2003, 2004a, and 2004b). 

Contrino and Liss (2004) conducted research on
nonresponders in three regional surveys (Atlanta,
Phoenix, and Ohio) and found that, in all three
areas, minority and low income groups were more
likely to be nonrespondents. As a result, Contrino
and Liss recommend oversampling for low respond-
ing and special interest population groups and using
targeted approaches for recruitment and retrieval,
as well as the use of post-stratification weights to
adjust for low participation. Oversampling strate-
gies, if effectively employed, can be a valuable
mechanism for producing more reliable estimates
for specific subgroup analysis. However, assuming
the overall sample size remains constant, it can also
result in a loss of precision for national estimates. In
addition, while oversampling may reduce the vari-
ance of these estimates, it does not necessarily
reduce the potential nonresponse bias. 

Household vs. Within-Household Sampling

Many transportation analysts and modelers require
data from all members of households for use in their
analysis and models in order to capture joint deci-
sions and household interactions. Consequently,
attempts were made in the NHTS to interview all
household members, and only households where at
least half the household members were interviewed
were considered complete or useable. Approxi-
mately 85% of NHTS useable households resulted
in a complete enumeration of the household mem-
bers. These households were provided with an addi-
tional set of weights to allow researchers the choice
of using only those households with complete enu-
meration. Complete enumeration of a household is
a challenging task and has negative impacts on the
response rate. In the last several years, transporta-
tion researchers (Erhardt 2000) have begun to
investigate whether changing the sampling unit to a
person, rather than a household would improve
response while maintaining the ability to simulate
travel for a household. 

DATA-COLLECTION METHODOLOGY 

Mode of Data Collection

Another key decision in travel surveys is the mode
of data collection. Similar to sample design, each
choice of data-collection mode has inherent advan-
tages and disadvantages.  Selection of an appropri-
ate mode requires careful consideration of many
factors, not the least of which is coverage of the tar-
get population. While the method of data collection
might be largely dictated by the population cover-
age and sample frame, other common determinants
include survey costs, response rates, and data qual-
ity issues. Mode selection can also be influenced by
the complexity and length of the survey and timeli-
ness needs. 

Table 3 provides a summary of four popular
data-collection modes: in-person, telephone, mail,
and internet, along with their features. As this table
illustrates, in-person data collection typically yields
the most complete coverage, achieves the highest
response rate, and produces the best quality data.
Not surprisingly, in-person interviews are also the
most expensive of the four modes. For this reason,
telephone and mail modes are more commonly used
despite well-recognized tradeoffs in data quality.
Telephone interviews have been the most commonly
used collection method in the United States over the
past 20 years, as field costs for personal visits
increased to prohibitive levels and other obstacles to
personal interviews have arisen (e.g., personal secu-
rity and gated communities). 

The 2001 NHTS used a telephone data-collec-
tion methodology. Telephone interviews are often
preferred over mail-back methods for travel/activity
surveys as they allow for more probing for complete
reporting of trips. In addition, because the NHTS
captures travel by all household members, tele-
phone retrieval allows for correction and validation
of travel among household members.  

Mixed-mode approaches are commonly used to
strike a balance between survey costs and data-qual-
ity issues (most often response and coverage). A
commonly used approach, taken in the American
Community Survey (ACS), is to employ the least
costly mode for initial contact, followed by a more
costly mode for nonresponse followup, such as
using a mail survey with telephone nonresponse or a



SHARP & MURAKAMI 105

telephone survey with in-person nonresponse fol-
lowup. In dual-frame designs aimed at improving
coverage, different modes are often required to cap-
ture the sampled units from each frame. While a
mixed-mode approach can offer an effective mecha-
nism for improving response and coverage, it also
potentially introduces bias resulting from mode
effects (i.e., a difference in responses due entirely to
the method of data collection). Therefore, it is
important to first evaluate the tradeoff of improved
coverage and response with potential response error
(bias) before deciding on a mixed-mode methodol-
ogy. Recognizing the greater likelihood that future
surveys, including the NHTS, will need to allow for
multiple modes of data retrieval, appropriate
research on modal influences on travel behavior
data collections will be needed. 

Electronic or computerized data-collection
options are also commonly used for the entirety of
the interviews or as an alternative methodology. The
NHTS used a computer-assisted telephone interview
(CATI) with an additional option for reporting spe-
cific information via the internet. Use of CATI was
especially beneficial for the NHTS, allowing for trip
rostering and capture of trips made by multiple
household members. Therefore, trips already cap-
ture during preceding interviews could be verified
by a subsequent household member instead of cap-
tured anew.  Computer-assisted designs require
more upfront planning and increased time to imple-

ment compared with paper-and-pencil surveys, but
result in faster access to data and higher quality con-
trol as the need for data entry from paper forms is
eliminated. In the future, the use of CATI, whether
by telephone or in-person, presents opportunities
for better integration of geographic information and
other location-based data. 

Nonresponse Minimizing Techniques 

Nonresponse is not just an issue for the NHTS. In
June 2004, Robert Groves presented an overview of
the status of current household nonresponse to the
Committee on National Statistics (Groves 2004).
He found declining response rates in attributes that
match those of the NHTS (i.e., surveys conducted in
the developed world, one-time surveys compared
with longitudinal surveys, and telephone surveys
compared with in-person surveys). He listed tech-
niques to reduce nonresponse, including prepaid
incentives, cash incentives, more followup calls, and
longer data-collection periods. 

Many efforts were implemented in the 2001
NHTS design to achieve as high a response rate as
possible. For example, respondents were sent incen-
tives prior to contact. Interviewers were provided
with special refusal aversion training, and refusal
conversion efforts were attempted with survey non-
responders. The following are some factors thought
to contribute to nonresponse in the NHTS: 

TABLE 3  Description and Comparison of Data-Collection Methodologies

In-person Telephone Mail Internet

Description Interviewer travels to 
respondent’s home or 
office and administers 
questions in face-to-face 
interview

Interviewer contacts 
respondent and 
administers 
questions over the 
telephone

Questionnaire mailed 
to respondent and 
returned by mail, or 
data are retrieved by 
telephone

Respondent completes 
survey on web 

Coverage Most complete Omits nontelephone 
households

Similar to in-person 
depending on how the 
addresses were 
obtained

Only households with 
internet connection or 
access to internet

Response rate Highest of all modes Intermediate Among the lowest Among the lowest

Data quality Highest of all modes Intermediate Lowest of all modes Intermediate; mixed 
results

Cost Most expensive (this often 
leads to geographically 
clustered sample cases 
and a reduction in the 
effective sample size)

Intermediate Among least 
expensive

Among least expensive; 
has a high startup cost 
compared with data-
collection cost
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� multistage telephone data collection (RDD sam-
ple design) with no nonresponse followup;

� short data-collection window (interviews were
allowed up to six days); 

� attempts to enumerate all household members—
strict requirements for interviews (at least 50%
of adult household members had to be inter-
viewed before a case was considered complete);

� limited reference period of travel; 

� limited proxy allowance; and 

� interviewer assignments.

Stages of Contact to Complete Interview 

Most cross-sectional household travel surveys utilize
a multistage approach for interviewing households
about their travel. As with the NHTS, advance let-
ters introducing the survey were sent first, followed
by a telephone contact to conduct a basic house-
hold-level screener interview. Respondents were
mailed a travel diary, with information retrieved by
another telephone interview. In any multistage
approach, nonresponse can occur at each stage and
compounds the overall nonresponse rate. In the
2001 NHTS, the recruitment rate was 58.2%, and
the subsequent completion of the extended survey
was 70.8%. The composite response rate was
41.2% (USDOT 2004).

Nonresponse Followup Studies

The 2001 NHTS did not include a nonresponse fol-
lowup survey. Traditionally, low response rates have
been suspected of resulting in more biased results.
However, more recent research (Groves 2004) also
cites examples of surveys with high nonresponse
rates and low bias, and interestingly, some attempts
to reduce nonresponse that resulted in greater bias. 

Nonresponse followup (NRFU) surveys have not
yet been incorporated as standard practice in activ-
ity and travel behavior surveys. Some exceptions
include work done by Richardson (2003) in Austra-
lia and a small test funded by the Federal Highway
Administration (FHWA) in Denver in the late
1990s. The Victorian Activity and Travel Survey in
Melbourne, Australia, conducted in-home inter-
views with a sample of nonrespondents to the main

mail-back survey. This study indicated that non-
respondents to mail-back surveys were more like
early respondents than late respondents in daily trip
rates. 

In the Denver Regional Council of Governments
project, a brief mail-out/mail-back survey was con-
ducted for nonrespondents to an RDD telephone
survey (for those where an address could be found).
Small cash incentives were found to double the
response rate to the NRFU survey. They did not find
statistically significant differences in household trip
rates between the households who completed the
full survey compared with those in the “quick
refusal” and “noncontact” households. Therefore,
the hypothesis that these nonrespondents to the tele-
phone survey led to underreporting of trips was not
supported. 

For the ACS, the U.S. Census Bureau found that
response rates varied widely, with particularly low
mail-back responses in neighborhoods that were
predominantly Native American (17%), Hispanic
(34%), and African American (35%) (USDOC
2002) . The original plan for the ACS nonresponse
followup, which was tested in their pilot, was a one
in three field followup. The response rate to the field
followup has been uniformly very high (between
92% and 95%). The Census Bureau now plans to
implement differential nonresponse followup, with
higher followup rates in areas with low mail-back
returns (USDOC 2004).

Data-Collection Window 

Current NHTS methodology requires that an inter-
view be completed from a respondent within six
days of the assigned travel day. For respondents
who neglect to complete a diary, recall errors are felt
to be much higher after six days, especially for daily
travel. The limited six-day window also eliminates
the confusion of referencing the particular travel
day that was assigned (e.g., Tuesday this week as
opposed Tuesday last week). Although the six-day
data-collection period appears to help in reducing
response problems, it could also potentially contrib-
ute to nonresponse, especially if attempts are made
to interview all household members within this rela-
tively small window. In addition, potential bias may
also be introduced in the capture of long-distance
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travel. Respondents who travel often and are away
from home for longer periods of time are more
likely not to respond. 

Reference Period 

Daily travel. As previously mentioned, the reference
period for the travel day in the NHTS is a pre-
assigned one-day period (from 4:00 a.m. on the
travel day through 4:00 a.m. the following day).
Other national travel surveys, such as the U.K.
National Travel Survey and the German Mobility
Panel use a seven-day diary. These surveys allow for
examination of travel variability over a longer
period. For example, a respondent may not go gro-
cery shopping each day but only once a week. Simi-
larly, a respondent may ride transit only two days a
week. These longer reference periods, however, are
more burdensome, typically achieve very low partic-
ipation rates, and may result in fewer trips reported
each day as the survey period continues. The Dutch
National Mobility Panel found significant “trip
reporting fatigue” in a seven-day diary (Golob and
Meurs 1986). 

Cost efficiency might suggest that a smaller sam-
ple with a larger reference period should be consid-
ered in order to continue generating similar
numbers of trips overall. However, moving from a
larger sample size with a one-day reference period
to a smaller sample with a longer reference period
would create additional estimation issues for lower
geographic levels and subgroups. Although we
might have the same number of trips, the effective
sample size would be lower given the increased cor-
relation between trip reports. Given current criti-
cisms, reducing the household sample size—thus
requiring more aggregation on characteristics and
even more limited analytic potential—would not
likely be perceived as an improvement.  

Long-distance travel. The NHTS reference period
for long-distance travel was the four-week period
before and including the travel day. Therefore, if a
respondent’s travel day was July 30, their assigned
travel period would be July 3 to July 30. This brings
into question the respondent’s ability to accurately
recall trips for this period, and telescoping effects
are potentially introduced (i.e., they might be
reporting trips taken outside the travel period, e.g.

on July 1 to 2). Due to the rotating nature of the
travel period, it further introduces difficulties in pro-
ducing seasonal and annual estimates of long-dis-
tance travel. Introducing longer, more salient
reference periods, however, can also be problematic.
For example, given that the respondent is inter-
viewed only once, it is unlikely that he or she would
be able to accurately recall all trips for one year, not
to mention the burden of this request. 

In the 1995 ATS design, respondents were inter-
viewed quarterly over a one-year period. This meth-
odology allowed for bounding and dependent recall
of previous trips, thus reducing telescoping effects.
As is common in panel designs, however, time-in-
panel or conditioning effects were also evidenced by
the declining trip rates in later waves of interviewing.

Proxy Allowance and Effects

Only limited proxy reporting for adult household
members was allowed in the NHTS, resulting in
approximately 80% of the interviews being con-
ducted with the respondent. Self-reports are pre-
ferred in travel surveys due to diminished accuracy
and completeness in trip reporting often experi-
enced when proxy reporting is allowed. In one
travel survey conducted in Toronto, researchers
found that home-based discretionary and nonhome-
based trips were underreported by proxy, with gen-
der a related factor (Badoe and Steuart 2002). Bose
and Giesbrecht (2004) found in the 2001 NHTS
that average trip rates for persons interviewed by
proxy were much lower than those who reported
for themselves. The average daily trip rate was 4.5
for self-reports as compared with 3.7 for proxy
reports. Proxy reports were more likely in the
NHTS if the respondent was male, a nondriver, had
less education, was away from home on the travel
day, or had a disability that affects travel. Proxy
reports also tended to have fewer daily, long-dis-
tance, walk, and bike trips, and transit usage.

Interviewer Assignments

Broeg and Ampt’s (1983) continuing work assigns
“caseloads” to individual interviewers or “motiva-
tors.” Their methods rely primarily on mail-out/
mail-back techniques, with telephone calls used for
reminders and for queries when responses are miss-
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ing or other problems exist. Because the 2001
NHTS used telephone retrieval, it was nearly impos-
sible to assign cases to an individual as call-backs
were scheduled over many different hours and dif-
ferent days of the week. A small test was completed
in 2002 in the Washington, DC, region and a small
team was assigned a caseload. The survey period
was very compressed, and thus results were incon-
clusive but seemed positive (Freedman and
Machado 2003). In debriefing the interviewers, the
interviewers felt more confident and comfortable
when making subsequent phone calls. Some respon-
dents said they wanted the first caller to call them
back, not someone else on the team. One of the
drawbacks was that the current scheduling software
was not optimized for team assignments. 

QUESTIONNAIRE DESIGN

Improvements in questionnaire design should be
made to assist the respondent in providing complete
and accurate information that the analyst is
attempting to collect. The main issue for travel sur-
veys is to ensure that all trips are reported, other-
wise, they become a serious problem of item
nonresponse. Techniques that have been used to
improve reporting include: 

� clear definitions of what travel is to be captured,

� different diary designs, and

� different approaches to capture trips, activities,
and time use.

Daily trips. A daily trip in the NHTS was defined
as each time the respondent went from one address
to another. One of the greatest difficulties in travel
surveys is to capture short stops, because people
may neglect to report them for several reasons:

� reporting burden—every stop generates a series
of questions that make phone retrieval time
longer;

� they are considered incidental and, therefore, the
respondent assumes that the researcher is not
interested in knowing about them; and 

� easy to forget (e.g., pick up milk, cigarettes).

Long-distance trips. In contrast, people in the
United States do not have a good estimate of dis-
tance, so questions about trips of over 50 miles in

length are often overreported (in spite of interviewer
aids such as maps). Respondents will often report
trips that are closer to home than the long-distance
definition. In the processing of both the 1995 ATS
and the 2001 NHTS, 20% to 25% of long-distance
trips were later excluded after the calculated route
distance illustrated that these trips were under the
specified mileage required (i.e., 100 miles for the
1995 ATS and 50 miles for the 2001 NHTS). Cur-
rent issues facing the next collection of long-dis-
tance data include trip length criteria, the amount
and type of detail most important, and how to
define and collect trips or journeys with multiple
stops and/or side trips. 

Diaries and Recall Aids 

Diary formats have evolved primarily through focus
group testing. Some of the questions on the visual
appearance and format of travel/activity diaries
include: 

� Should answers be open-ended or fixed? If fixed,
check boxes have been generally applied. Some
diaries ask people to read a code list and to enter
the code in each box. 

� Should the diary primarily be a “memory jogger”
and include only some of the questions about
each trip, or should it include all questions that
will be asked in the CATI retrieval? NHTS is
more like a memory jogger, because some ques-
tions are asked on the phone that are not
included on the diary form. 

� If respondents will not read instructions on how
to complete the diary, what can we do to help
them complete it to meet our needs? The 2001
NHTS added a pictogram showing “activities”
and “trips” as an example.

In addition, NHTS respondents were also mailed a
map delineating a 50-mile radius from their home
location. Although the map was somewhat mislead-
ing, it was thought to have served as an effective
memory jogger.

A couple of pilot tests have been conducted
(Bachu et al. 2001; Stopher et al. 2004) using pas-
sive global positioning systems (GPS) and then sup-
plying a map to respondents to use as a recall
device. They found that people were able to recount
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their trips, even two weeks later by looking at the
printed maps showing their GPS-recorded travel.
This approach relied on the map-reading ability of
respondents. In the Australian pilot (Stopher et al.
2004), respondents were also given the option of
looking at a tabular description of each stop show-
ing street names, arrival times, and travel times.

Trip-Based vs. Activity-Based (Time-Use) 
Surveys

During the last couple of decades, travel behavior
researchers have focused increasingly on activity-
based travel survey approaches. (One of the first
known uses of an activity diary for travel research
was in Belgium in 1986–1987.) This is due in part
to the desire to understand travel in the context of
daily activities and allows analysts to bring this con-
text into travel analysis and modeling. Activity
approaches allow transportation researchers to
examine the activities and relationships that gener-
ate the need for travel (Harvey 2003). Traditional
trip-based travel surveys, such as the NHTS, enu-
merate all trips taken by persons during a specified
time period, followed by the collection of trip detail
that typically includes items such as origin and desti-
nation, time, purpose, and mode. Activity-based
travel surveys, on the other hand, collect all activi-
ties undertaken by the respondent in the given time
period. Trips are captured as just another activity.
Much of the trip detail is not asked directly but is
inherent to the activity diary structure and can be
derived. Harvey’s review of approximately 10 activ-
ity surveys showed that travel accounts for approxi-
mately 19% of reported activities.

Time-use surveys recently conducted in Europe
found a lower proportion of persons who were
“immobile,” that is, not traveling on a given day,
compared with a travel survey. For the French, 8%
were immobile in the time-use survey compared
with 17% in a travel survey (Armoogum et al.
2004). One hypothesis is that the reporting of “no
trips” in a travel survey is that the answer is given as
a “soft refusal.” Now that the American Time Use
Survey data are available, it is important for trans-
portation analysts to do a similar comparison.

While some preliminary comparisons between
trip-based and activity-based surveys have been per-

formed, additional research is still needed. Impor-
tant measures—trip rates and trip frequency
distributions—should be analyzed across survey
types while controlling for survey conditions. While
some research has shown that activity surveys pro-
duce better data quality, it is still unclear what
tradeoffs there may be between quality and cost
(Pendyala 2003).

NEWER TECHNOLOGY 

GPS 

Over the last several years, several passenger travel
surveys have introduced multiple approaches for
integrating GPS into travel surveys. Most com-
monly these have included vehicle-based passive
surveys, person-based passive surveys, and vehicle-
based interactive surveys. Original benefits were
expected to include reduction of missing (unre-
ported) trips, improved accuracy of travel distance
and time, routing and speed data previously unob-
tainable, and ability to capture longer periods of
travel.

Between 2001 and 2004, several regional house-
hold travel/activity surveys incorporated a GPS com-
ponent as a subsample to their household dairy
(Wolf 2004).  The ability to capture unreported trips
(item nonresponse) has ranged widely from 20% to
80%. Zmud and Wolf (2003) found that unreported
trips were most likely to be trips of less than 10 min-
utes. Household characteristics leading to less com-
plete reporting include having three or more vehicles,
three or more workers, an annual income below
$50,000, and persons younger than 25 years. 

One of the most exciting passive GPS studies is
the Commute Atlanta project (an FHWA value pric-
ing pilot) with 365 days of 1-second GPS data for
over 450 household vehicles. This long period of
data collection allows for examination of the vari-
ability of travel and a better understanding of long-
distance trips made by private vehicles. A “sunset
clause,” in which the data must be destroyed within
six months of the end of the project, is one major
handicap of this project.

How a GPS component could be incorporated
into a national survey raises many questions,
because completeness of responses in self-reported
diaries, compared with GPS-recorded information,



110 JOURNAL OF TRANSPORTATION AND STATISTICS V8, N3 2005

may be linked to demographic characteristics (e.g.,
English-language capability and education) and
metropolitan characteristics (e.g., population size,
density, and transportation network complexity). 

Cell Phones

Several tests have been conducted to trace personal
movements using cellular/mobile phones. Some
advantages of mobile phones relative to a GPS sys-
tem are that they function underground and inside
buildings more often, and the density of cellular
base stations/towers is higher in the densest urban
areas. Also, the market penetration of cellular
phones is very high, so the cost of equipment is low. 

In Germany, Wermuth et al. (2003) tested track-
ing of cellular phones for a long-distance survey.
Recently, Kracht (2004), also in Germany, began
testing cellular phone use for tracking daily personal
travel, especially as many phones already have the
capability of recording and storing the position
(cell) over time.  The positional accuracy afforded
by cellular phones is not as good as using GPS, so
while gross measurements of distance and travel
time are achievable, specific routes or travel modes
are less likely to be determined without greater
respondent interface.

Web Utilities 

Using the internet as a response method is becoming
more robust; however, it has more often been
applied to shorter origin/destination travel surveys,
for example, after license plate capture with a mail-
out postcard and responses allowed either by mail-
back or the internet. One test using only internet
responses for household travel diaries, completed by
the Resource Systems Group (2002), showed higher
interest among older men with higher incomes and
young men. In a regional test, the ability to incorpo-
rate a pre-geocoded electronic yellow pages was an
advantage for selecting destinations. However, in
the 2002 National Transportation Availability and
Use Survey conducted by the Bureau of Transporta-
tion Statistics, only 3 out of over 5,000 respondents
chose to complete the survey using the web option. 

FUTURE CONSIDERATIONS

Preserving Trends

Obviously, any changes made to the design of the
future NHTS surveys has an obvious impact on the
ability to monitor travel behavior trends. Any
change will need to be carefully weighed and
tradeoffs made between needed improvements and
the continued ability to track trends over time.
Although minimal changes were made to the cap-
ture of daily travel, certain changes were introduced
that obscured the ability to detect what was an
actual change in travel behavior versus a change due
solely to methodological or definitional differences.
For example, additional probes were added to the
2001 NHTS to better capture more incidental types
of trips thought to be underreported, such as walk
and bike trips. As a result, the number of walking
trips reported increased significantly from 1995 to
2001. Due to this change, it is not possible to dis-
cern what was a real change in walking behavior as
compared with the improved capture of walking
trips. As previously described, the substantial
changes in the collection of long-distance travel data
severely limited the ability for longer distance trend
analysis. 

CONCLUSIONS

Despite methodological hurdles, data from surveys
on personal travel in the United States are a valuable
commodity. Over time, the community of data users
has grown and the application of these data in
numerous studies has increased exponentially, espe-
cially as data accessibility has increased (ORNL
2004). Understanding who is traveling, how much
they are traveling, and why they are traveling assists
decisions on transportation investments and the
potential implications of these investments on dif-
ferent communities. 

Due to the disparate objectives and uses of the
daily and long-distance travel components, current
plans call for the next series of travel surveys to be
separated again into two different data-collection
efforts. Continued outreach and participation with
the data user community to better understand data
needs and anticipate emerging needs will be neces-
sary for their successful design. Future surveys could
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greatly benefit from shared methodological
improvements, including the following areas identi-
fied as priorities: 

� Improved response rates. Given new require-
ments for response rates in federal surveys and
issues related to nonresponse bias, additional
efforts and methodologies will need to be
employed in the next surveys to elevate response
rates to more acceptable levels. Particular atten-
tion also needs to be given to those subpopula-
tions with disproportionately higher response
rates and that are of particular interest to trans-
portation researchers and planners because of
differential travel needs and behavior (e.g., Afri-
can American and Hispanic households, and
younger, more mobile persons). This may call for
tests to adjust recruitment mechanisms to further
promote interest and increase credibility among
these subpopulations.

� Nonresponse followup study and bias assess-
ment. A concurrent NRFU study is needed to
improve response rates, monitor and assess
potential bias, and potentially adjust final
estimates. 

� Modified sample design/frame. Due to increasing
coverage problems caused by nontelephone
households and cell-phone-only households, the
future of RDD samples as a sole sample frame is
not a likely option for travel surveys conducted
by DOT. Alternative frames or dual-frame
approaches will need to be further explored and
implemented. Since nonresponse is also impacted
by the sample frame, any new sample design
should also weigh the potential for increasing
response rates as well.

The next long-distance survey, in particular, will
need careful consideration of its design. The dispar-
ate designs employed for the 1995 and 2001 surveys
resulted in inconsistent definitions and trip charac-
teristics, limited data utility, and diminished ability
to monitor longer travel behavior. The next long-
distance travel survey needs to be developed with a
sustainable design, so that data users can come to
expect a more useful and consistent product that
allows for monitoring of long-distance travel behav-

ior trends. In addition, the design needs to focus on
two critical areas:

1. Larger sample size. One of the most critical
needs identified for long-distance travel data is
a sample size sufficient for analysis of smaller
geographic analysis and flows between states
and larger metropolitan areas. 

2. Research into appropriate reference periods.
Estimation and reliability were affected by the
four-week reference period for long-distance
travel in the NHTS. The next survey needs to
ensure better capture of trips throughout the
year, and further research is needed to ensure
the appropriate reference period(s), especially
considering the length and type of long-dis-
tance trip. 

The NHTS/NPTS series, as a whole, has provided
the daily travel data user community with a fairly
consistent, useful product for nearly 30 years. How-
ever, further improvements are still needed to
expand on its utility and better respond to changes
in transportation, the population in general, and
technology. Below are a few areas considered priori-
ties in the next daily travel survey: 

� Improved coverage of rarer, important modes of
travel. Personal vehicle travel dominates daily
travel and rarer modes, such as transit, are often
not captured well enough to allow for reliable
estimates to be made on its use and characteris-
tics. Sampling strategies and data-collection
methodologies need to be considered that would
allow for better estimation of these modes with-
out unduly compromising other survey estimates.

� Reduce trip underreporting. It is still unclear how
accurately or comprehensively the NHTS cap-
tures U.S. daily travel. Research using other sur-
vey designs and technologies suggests that the
NHTS may still be missing trips, especially those
involving nonhome-based, more incidental
travel. Incorporating GPS technology, at least as
a subsample, will allow analysts to more fully
assess and validate the comprehensiveness of trip
capture, the accuracy of trip characteristics (e.g.,
time and distance), and may also allow for
adjustments of travel estimates. In addition, other
external data sources are currently becoming
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available (e.g., the 2003 American Time Use Sur-
vey), which will allow for further comparison
and validation of trip estimates and may also
suggest areas where additional methodological
improvements can be made.
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APPENDIX A

The following is a list of improvements and changes
in the 2001 NHTS as compared with the 1995
NPTS:

1. travel taken by persons younger than five
years old are enumerated;

2. more emphasis on walk and bike trips by
prompting specifically for these trips;

3. for respondents not traveling on the desig-
nated travel day, information on the most
recent trip was collected;

4. for respondents not traveling during the desig-
nated travel period (the 28-day period when
data on long-distance trips were collected),
information on the most recent long-distance
trip was collected;

5. information on access and egress to the transit
station was explicitly collected; 

6. the travel period was a 28-day period in 2001
but a 2-week period in 1995; and

7. long-distance trips in 2001 were those with
the farthest destination 50 miles away from
home while the criterion in 1995 was 75
miles. 

In addition, a number of questions were added to
(or data elements later derived from) the 2001
NHTS to cover emerging trends pertinent to per-
sonal travel behavior.

At the household level:

� cell phone ownership;

� number of phone lines owned and how they were
used (voice, fax, modem); and

� vehicle fuel consumption and annual fuel costs.

At the person level:

� internet access and frequency and location of use;

� travel disability and its effect on mobility;

� primary activities during the “last week;”

� explicit coding of multiple jobs;

� broad categories of occupation;

� immigrant status; and

� frequency of walk and bike trips during the week
prior to the interview day.

At the individual daily trip level:

� more detail on trip purpose; and

� access and egress modes to transit stations.

At the individual long-distance trip level:

� access and egress modes to airport, train station,
etc.;

� overnight stops and  purpose of stops; and

� all modes used at the final destination.
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